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Preface

The British National Conference on Databases (BNCOD) was established in
1980 as a forum for research into the theory and practice of databases. The
original conference in the series took place at the University of Aberdeen. To be
precise, this conference was in fact entitled ICOD which stood for International
Conference on Databases. It was the intention, when the series began, that an
ICOD would take place every two years, whilst a BNCOD would run in the
years in between. As the record shows ICOD was only held in 1980 and 1983.
The more junior conference has managed to acquire a lifetime much longer than
that of its senior relative!

If truth were known, however, BNCOD has, over the years, grown into ICOD
and although the conference is still titled “British National,” it is, in fact, an
international conference that takes place on a yearly basis. Proof of this can be
obtained simply by looking at the table of contents of these proceeding which
clearly show that the majority of papers presented at this year’s conference came
from contributors whose affiliations are outside the UK.

Despite the range of papers on offer, BNCOD still retains its uniquely British
flavor. The Programme Committee is drawn from UK academics and the con-
ference is always held at a British university (or in earlier years a polytechnic!).
BNCOD 2005 attracted a number of UK academics who can only be sure of
meeting each other once a year at the annual BNCOD conference. For many UK
database researchers an earlier BNCOD will have been their first experience of
an academic conference and for many others BNCOD will be the arena in which
they choose to showcase their early work.

Earlier BNCODs were a simple three-day affair. Arrive at lunchtime on the
first day, conference dinner on the second evening and leave after lunch on the
third day. Later BNCODs have grown in stature and are now linked with other
events that take place in the same week as the conference. For some time a Doc-
torial Consortium has been associated with the conference and this has proved to
be a valuable event that has helped to develop UK students attempting to gain
a PhD by researching in the database topic area. Two years ago, when BNCOD
was staged in Coventry, a workshop on Teaching, Learning and Assessment of
Databases was run alongside the conference with the aim of encouraging the
many academics in the UK who teach databases to engage with those academics
who also conduct research in the area. This workshop has proved popular ran
for the third time this year. Additionally, in recent years organizers of BNCOD
have taken the opportunity of the presence of BNCOD delegates to run a work-
shop based on a topic of special interest to researchers in their department. This
year’s conference was partnered with a workshop on Data Mining and Knowledge
Discovery in Databases.

One continuing tradition of BNCOD is that the conference should provide the
UK database community with the opportunity of hearing speakers who have an
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academic track record of outstanding research. This year’s BNCOD has main-
tained that tradition. The invited speakers are Rakesh Agrawal from IBM'’s
Almaden Research Center and Paul Watson from the University of Newcastle
upon Tyne.

Rakesh Agrawal’s current research interests include privacy and security
technologies for data systems, Web technologies, data mining and OLAP. He
has pioneered fundamental concepts in data privacy, including the Hippocratic
Database, Sovereign Information Sharing, and Privacy-Preserving Data Mining.
He earlier developed key data mining concepts and technologies. IBM’s commer-
cial data mining product, Intelligent Miner, grew out of this work.

Rakesh has published more than 100 research papers and he has been granted
more than 50 patents. He is the recipient of the ACM-SIGKDD First Innovation
Award, ACM-SIGMOD Edgar F. Codd Innovations Award, as well as the ACM-
SIGMOD Test of Time Award. He is also a Fellow of the IEEE and a Fellow
of the ACM. Scientific American named him in the list of 50 top scientists and
technologists in 2003. Unfortunately, Rakesh’s busy schedule did not leave him
sufficient spare time to prepare a paper for these proceedings and therefore his
presentation has not been included in this volume.

Paul Watson is Professor of Computer Science and Director of the North East
Regional e-Science Centre. In the 1980s, as a Lecturer at Manchester University,
he was a designer of the Alvey Flagship and Esprit EDS systems. During 1990—
1995 he worked for ICL as a system designer of the Goldrush MegaServer parallel
database server, which was released as a product in 1994. In recent years his work
has focused on “The Grid,” specifically methods of accessing and integrating
large amounts of data held in distributed databases.

Paul’s paper, which is included in the proceedings, will be of interest to many
database researchers looking for areas in which their work can be applied. The
UK funding bodies seem to have long regarded the database arena as one that
requires little further research work. This paper shows how database technol-
ogy can be important in an area that has attracted considerable interest: Grid
applications.

The full papers that were submitted to, and accepted by, the conference were
grouped to form three sessions: Spatio-temporal Databases, Data Integration and
Information Retrieval, and Data Processing and Provenance.

Elzbieta Malinowski and Esteban Zimanyi’s paper demonstrates that spatial
techniques, previously associated with geographical information systems, can be
usefully applied to data warehousing and OLAP. Taher Ahmed and Maryvonne
Miquel complement this work by describing OLAP techniques for data that
might arise from geographical analysis over time. Heidi Gregersen, in contrast,
considers the conceptual aspects of database applications by seeking to extend
the familiar Entity Relationship Model in order to be able to model temporal
aspects of data.

Mohamed Basel Al-Mourad and Nick Fiddian present a rule based approach
to combining data from heterogeneous databases, their work concentrates on ob-
ject databases. Wenxin Liang and Haruo Yokota seek to solve a similar problem;
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however their area of interest is XML documents. Carson Leung and Wookey Lee
consider a different type of data integration that is found in data warehousing.
Their paper demonstrates a method for improving the update of data warehouse
views which relies on the constraints that apply to the source data. Jun Hong,
Weiru Liu, David Bell and Qingyuan Bai demonstrate how the performance of
queries that involve views can be improved when the constraints represented by
the functional dependencies associated with those views are taken into consid-
eration.

The final grouping of papers contains research that describes techniques for
selecting data and for tracing where data selections have been derived. Keke
Cai describes a method for choosing the data to be broadcast in a broadcast
network. Rainer Gemulla, Henrike Berthold and Wolfgang Lehner demonstrate
how to select samples of data in order to speedily obtain information from a data
warehouse. Hao Fan and Alexandra Poulovassilis present a technique that traces
the way in which integrated information has been derived from data sources.

Over recent years BNCOD has also included short papers. These papers are
presented at the conference by their authors but they are allocated a shorter
timeslot than that set aside for full papers. Typically, short papers describe
interesting work in progress that has not yet generated the full volume of results
expected in a full paper. The short papers in this year’s BNCOD were separated
into two groups: those that are concerned with data expressed in XML and those
that describe application areas of information management.

Peter Pleshachkov, Petr Chardin and Sergey Kuznetsov set out a scheme that
makes it possible for users to concurrently access an XML database. They pro-
pose a locking technique that is based on the Xpath language.
Pensri Amornsinlaphachai, Akhtar Ali and Nick Rossiter are similarly concerned
with XML databases and describe a methodology to update linked XML docu-
ments.

Dong Liang, Jie Yang, Jinjun Lu and Yuchou Chang discuss a technique
that improves the accuracy of image retrieval. Patricio Mois, Marcos Sepulveda
and Humberto Proschle demonstrate an algorithm which uses text processing
to improve the accuracy of data entry in geographical information systems. Ben
Sissons, Alex Gray, Anthony Bater and Dave Morrey describe an implementation
of a patient information system designed to operate within an environment in
which correctness and security are critical issues. Werner Nutt and Alisdair Gray
propose a technique for integrating streams of data into a global schema that
uses a publish/subscribe architecture.

The contributions summarized above are representative of the fact that
BNCOD is fortunate in being able to attract a good number of high quality
submissions. The papers accepted were selected from the 66 submitted. Many
of the submissions that for reasons of time and space could not be included in
the conference contained descriptions of high-class database research. The con-
ference organizers thank everyone who submitted a paper and hope that they
will continue to support BNCOD in the years to come.
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Databases in Grid Applications:
Locality and Distribution

Paul Watson

School of Computing Science, University of Newcastle, Newcastle-upon-Tyne, UK
Paul .Watson@newcastle.ac.uk

Abstract. This paper focuses on two areas that experience in building database-
oriented e-science applications has shown to be important. Firstly, methods of
promoting data locality are vital due to the high cost of moving data in service-
based distributed systems. Databases provide an excellent basis for achieving
this due to their potential for moving computation to data. The paper also de-
scribes a new infrastructure that further promotes locality by enabling service-
based computations to migrate to data. Secondly, the ability to combine infor-
mation from a set of distributed databases has proved invaluable in many appli-
cations. The paper describes the design of an adaptive distributed query proc-
essing system that is able to exploit facilities offered by an underlying grid
infrastructure. In addressing these two areas, the paper gives an overview of
some of the generic components that have been designed to simplify the inte-
gration of databases into e-science applications.

1 Introduction

The 2001 paper “Databases and the Grid” ([1]) argued that databases should play an
important role in e-science applications. This was because they offered a way to man-
age and publish the deluge of structured data that the large numbers of new grid com-
puting [2] projects were planning to generate. Four years on, it is clear that e-science
has encouraged the publication of information on an unprecedented scale. The cost of
data collection, and the potential value of data to large groups of scientists is so great
that funding bodies are now insisting that projects make their data available for others
to use. The days in which much scientific data was stored on the “C:” drive of a re-
searcher’s computer, unavailable to others and likely to disappear at the end of the
project, are now thankfully coming to an end.

The 2001 paper argued that database servers provide a wide range of facilities that
both publishers and consumers can exploit in order to meet their requirements, includ-
ing the ability to manage very large quantities of information, security, querying,
update, concurrency control, high availability, manageability, resource control, ver-
sioning, schema evolution and change notification. However, it went further and ar-
gued that simply encouraging the use of databases was not enough, and that it was
necessary to provide technology to reduce the complexity of making databases avail-
able through a service-based interface (now that Web Services is becoming the most
commonly used distributed systems technology for building grid applications), and to
remove the need to write bespoke consumers for every database to be accessed by an
application. Consequently, the paper argued that there were advantages in defining
and making available implementations of a generic wrapper for exposing a database
as a service.

M. Jackson et al. (Eds.): BNCOD 2005, LNCS 3567, pp. 1-16, 2005.
© Springer-Verlag Berlin Heidelberg 2005



2 Paul Watson

It may be argued that databases should not be directly exposed at all to external cli-
ents. It is certainly the case that when databases are made available over the web, the
database itself is almost always hidden behind an application that presents only a
restricted set of functionalities. There are often good business reasons for this:
organisations present those functionalities that are most likely to benefit them in their
aims. So an on-line bookstore will present ways of keyword searching and viewing a
customer’s shopping basket. But, it will not allow arbitrary queries against its
databases because they might negatively affect its business. e.g. by making it easy for
another store to download information about the prices of all the books so they can
then set their own prices accordingly.

This approach of offering only restricted functionality could be taken by e-science
systems: the owners of data could decide on a particular set of functions and make
only those available, rather than provide a general query interface. This approach is
adopted by some e-science systems (especially those that provide a web interface),
but it is clear that this can be restrictive as it requires the data owners to guess in ad-
vance how scientists may wish to use the data; e.g. what patterns they will search for,
and how they will choose to combine data from multiple databases. For file-based
scientific data, the predominant solution to the equivalent problem has been to make
all the data available for copying (e.g. by FTP) to a client’s local disk from where it
can be processed in whatever way is required. However, this approach is generally not
feasible for databases due to the costs of transferring large amounts of data (some
scientific databases hold Terabytes of data), of installing and configuring a local data-
base to hold the data, and, of keeping the local database synchronised with the remote
database. Therefore, if data publishers do not wish to restrict the potential uses of
their data, they will need to make it available by storing it in a database, and then
exposing generic functionalities — in particular query processing — to external clients.

In this paper, we give an overview of some work that has had the aim of easing the
construction of efficient, database-oriented, e-science applications. It focuses on two
main areas that experience has shown to be important. Section 2 describes some ap-
proaches to promoting data locality given the high cost of moving data around in
service-based distributed systems. It explains how the use of databases provides an
excellent basis for achieving this, and introduces a new infrastructure that further
promotes locality by enabling service-based computation to migrate to data. Section 3
then considers the integration of information from a set of distributed databases. This
includes the design of an adaptive distributed query processing system that is able to
exploit facilities offered by an underlying grid infrastructure. In addressing these
areas, both sections give an overview some of the generic components that have been
designed to make it easier to integrate databases into e-science applications. Finally,
Section 4 draws conclusions and attempts to look-ahead to research and industry
trends that are likely to have implications for future work on databases and e-science.

2 Promoting Locality

One of the main lessons that have been learnt from the experience to date of designing
and deploying grid applications based around databases is that data movement is very
expensive, and should be avoided where possible. While this is a general rule to be
followed in the design of distributed systems in which there is the potential for large
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amounts of information to be moved over networks [3], the problem is accentuated in
grids due to the fact that exchanging messages between Web Services is very expen-
sive. Currently, the main expense is due to the fact that data held within a service (e.g.
in a database) is converted to and from a character-based representation of XML so
that it can be packaged in a SOAP message and sent between services. This imposes a
CPU cost for converting to and from the XML. It also results in a large increase in
size between an efficient representation within a service (e.g. within a database) and
the tagged, character-based XML representation, incurring increased transfer costs as
more bytes are shipped. A further overhead is imposed if messages are encrypted by
the commonly used WS-Security protocol due to the cost of converting the XML into
canonical form before encryption.

In fact, it is not actually necessary to represent data in character-encoded XML in
order to send it between services. SOAP is defined as an Infoset [4], so allowing more
efficient representations between services [5], though today it is very rare to find
services that support them.

Given these overheads, it is very important to minimise both the number of mes-
sages exchanged between services, and the amount of data contained within them. In
general, when designing service-based applications, to minimise the number of mes-
sages exchanged it is very important to design services that operate at as large a
granularity as possible. Currently, there are two approaches to designing a Web Ser-
vice, one of which has a tendency to lead to poor service design (ironically, this is the
one best supported by tools). The approaches are:

1. Take an existing object-oriented program, select the methods that you wish to ex-
pose remotely and make those the operations of the Web Service. This is sup-
ported and encouraged by many Web Service tools, which will automatically gen-
erate Web Service interfaces (WSDL) from methods selected by the user.
Similarly, client-side tools allow consumers to bind to operations offered by a re-
mote service as if they were object methods, and perform “remote method calls”
on them. This has the advantage that the programmer of the client and server do
not need to know anything about web service interfaces (WSDL), or SOAP mes-
sages as those are automatically generated. However, the grave danger is that this
approach leads to fine-grained operations that are suitable for efficient object-
oriented programming within a service or possibly over a LAN, but are hopelessly
inefficient for building internet-scale distributed systems, given the overheads of
SOAP and the cost of transferring data between remote services.

2. First, design the messages that will be exchanged by the service. A key aim should
be to design messages that encourage large-granularity, inter-service interactions.
For example, it is better not to design messages that encourage a consumer to get
results from a database one at a time if it is possible to batch data so as to reduce
the total number of inter-service interactions. Once the messages have been de-
signed then services can be written to generate and consume them. This approach
requires more thought and implementation work for programmer than does (1) but
it leads to more efficient services and distributed applications.

In data-oriented applications, the main way to minimise both the number of mes-
sage exchanges and the amount of data exchanged is to try to avoid moving data as
much as possible through moving the computation to the data, rather than vica versa.
Data services built around databases have tremendous potential to apply this principle
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as they allow clients to send queries the database for processing. This is in contrast
with file-based services in which, except for some exceptions [6], it is usually neces-
sary for the client to copy the data locally (e.g. by FTP) for processing.

We now consider three components that exploit database technology, and have
been designed on the principle of reducing data movement where possible. These are
the OGSA-DAI database service, the SkyServer MyDB, and the Active Information
Repository.

2.1 OGSA-DAI

The OGSA Data Access and Integration project (OGSA-DAI) is a collaboration be-
tween groups within EPCC, the UK National e-Science Centre, IBM, Oracle and the
Universities of Newcastle and Manchester. Since 2002, it has provided a Web Service
database wrapper that supports common operations such as querying [7].

Consumers interact with the service through Perform documents that encapsulate a
set of activities. Supported activities include queries (e.g. SQL queries for relational
databases and XPath queries for XML datastores) and a variety of methods for deliv-
ering the results (e.g. store locally for later access or return the result to a 3™ party).
By allowing consumers to pack a set of activities into a single interaction with the
service, OGSA-DAI encourages the large-grained interactions that are necessary for
efficient, service-based distributed computing. The activity mechanism is extensible,
so service providers may define their own new activities for particular tasks (e.g. a
text database could offer specialist text-searching activities). Interactions between
consumers and the database service can be secured, e.g. by GSI [8]) or WS-
Security [9].

OGSA-DALI therefore simplifies the process of publishing data. It also assists con-
sumers by providing a common interface to a database that is independent of the spe-
cific DBMS product that has been wrapped (the main exception to this is in the differ-
ent forms of SQL supported by different vendors; however our experience is that the
problems can be largely mitigated by sticking to SQL standards widely supported
across the database vendors). As will be seen in Section 3, this also simplifies the task
of integrating data from multiple databases. The DAIS [10] working group of the
Global Grid Forum is attempting to set a standard for exposing data through a Web
Service interface. Ideally, the database vendors would themselves agree on, and sup-
port, such a standard. This would remove the need for third parties to provide wrap-
pers for each different DBMS, and would also open the way for internal performance
optimisations, e.g. in generating XML result sets directly from the internal representa-
tion.

Building on the foundation offered by OGSA-DALI for sending a set of activities to
a database server in a single message, there are other steps that can be taken to further
minimise the amount of data that is transferred. Stored Functions and methods (in
object and object-relational database servers) allow users to define computations that
are executed in the database server when called from within queries. These can often
be used to process or filter results in the database engine so as to reduce the amount of
data returned to the client [11]. This is almost always more efficient than to have the
database service return the result of a query to the consumer and then have it process
the result. There are two exceptions: a) where the method/function call results in a
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result set that is significantly greater than the result set before the method is applied
and b) if the database server is overloaded then the overall performance of an applica-
tion may be slowed by the cost of executing the computation in the DBMS rather than
on an external compute server.

Stored procedures can also be used to encapsulate a set of operations or queries at
the database server so that they can be repeatedly called by a consumer specifying
only the identifier and any parameters.

2.2 Storing Query Results in the Database

In many cases, the result of one query will later be the subject to further query proc-
essing (for example to further filter information), possibly by another client. Allowing
query results to be stored back in the database service, rather than returned to the
client, has the potential to reduce the number of times when data is transferred be-
tween the database service and the consumer. It can also reduce the load on the data-
base server by preventing the need to re-execute queries to re-generate results. Fi-
nally, it also removes the need for the consumer to devote resources to storing the
(potentially large) results of queries. A successful pioneer of this approach is the
MyDB facility in the SkyServer [11] which gives users their own logical space in the
database to store the results of queries.

2.3 Providing Computational Resources Close to the Database

Despite the opportunities to exploit stored procedures and methods in queries, it is not
always possible to perform all computation within the database service itself. For
example, it may be necessary for a complex piece of software to analyse the data
produced by a query. In general, this usually means that the consumer sends the query
to the database service and receives in return the results that are then sent to an analy-
sis service. This incurs the expense of transferring potentially large amounts of data
from the database service to a remote machine for analysis (in practice, it may well
travel indirectly, via the consumer that sent the query to the database server, so incur-
ring extra data transfers).

We have been investigating a way to address this problem by deploying database
servers closely coupled to local compute resources. In practice, this usually means
deploying the DBMS on one or more nodes of a cluster, while making the other nodes
available to run services that can query the database and analyse the results. We call
this combination of database server and local compute nodes an Active Information
Repository (AIR) [12].

An example application is shown in Figure 1. A bioinformatics service analyses
data from a database that is made available as a Web Service through an interface
such as OGSA-DAI. The analysis service sends a query to the database and receives
back from it a large quantity of data. It then processes this data and sends a small
result set back to the consumer (the thickness of the arrows indicates the quantity of
data transferred).

In order to avoid transferring large amounts of data over long distances, it is advan-
tageous to deploy the analysis service close to the database on which it operates.
Therefore, the database provider may deploy an AIR, with a cluster of compute serv-
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req . req
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Fig. 1. Interactions between an Analysis Service and a Database Service

ers close to the data. This raises the question of how the owner of the analysis service
can deploy it on the AIR so that it is close to the database. If the service is created by
the owner of the AIR then it may be straightforward for them to do so, but in e-
science systems, remote scientists will invariably continually be devising new ways of
analysing data, and it would be advantageous for there needs to be a way for general
users of the database service to deploy services on it.

We have devised a general infrastructure (named Dynasoar) for the dynamic de-
ployment of Web Services over a grid (or the Internet) [13]. We first describe the
generic Dynasoar architecture before showing how it can be used to dynamically
deploy services on an AIR, close to the database on which they operate.

Dynasoar provides a generic infrastructure for the dynamic deployment of Web
Services in response to the arrival of messages for them to process. This is achieved
by dividing the handling of the messages sent to a service between two components —
a Web Service Provider and a Host Provider — with a well-defined interface through
which they interact. The Web Service Provider receives the incoming SOAP message
sent to the Web Service. It arranges for it to be processed by choosing a Host Pro-
vider and passing to it the SOAP message and any associated QoS information. The
Web Service Provider holds a copy of the service code (in a “Service Store”) ready
for when dynamic service deployment is required. The Host Provider controls com-
putational resources (e.g. a cluster or a grid) on which services can be deployed, and
messages processed. Therefore, it accepts the SOAP message from the Web Service
Provider (along with any associated information) and is responsible for processing it
and returning a response to the consumer (if one is required). When the message
reaches the Host Provider, there are two main cases, depending on whether or not the
service is already deployed on the node on which the message is to be processed.

If the Web Service is already deployed on one or more of the nodes that it controls,
and those deployments can meet any QoS requirements, then the SOAP message is
simply passed to one of the deployed services for processing. This case is shown in
Figure 2. A request for a Web Service (s2) is sent by the Consumer to the endpoint at
the Web Service Provider which passes it on to a Host Provider. In this case, the Host
Provider already has the service s2 deployed (on nodes 1 and n in the diagram) and
so, based on current loading information it chooses one (node n) and routes the re-
quest to it for processing. A response is then routed back to the consumer. Note that
the Web Service Provider is not aware of the internal structure of the Host Provider,
e.g. the nodes on which the service is deployed nor the node to which the message is
sent. It simply communicates with the Host Provider, which manages its own internal
resources.

The other case is where the Web Service is not already deployed. This may be be-
cause the Host Provider has no deployments of the service, or it may be because ex-
isting deployments cannot meet the QoS requirements (the GridSHED project
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[14],[15] has used mathematical models to generate heuristics that determine when it
is desirable to install a service on another node, rather than use an existing deploy-
ment). Included in the information that the Web Service Provider sends to the Host
Provider along with the SOAP message is an identifier for the service being called
and the endpoint of the Service Store that contains the service code to be deployed. If
the Host Provider must deploy a service in order to process the SOAP message then it
sends a request to the Service Store to retrieve the service code. The Host Provider
then installs the service on the selected node and routes the message to it. The mes-
sage is then processed and the result (if any) returned to the consumer. An example of
this case is shown in Figure 3. A request for a service (s4) is sent to by the consumer
to the endpoint at the Web Service Provider which passes it on to a Host Provider
(step 1 in the Figure). The Host Provider does not have the service s4 deployed on
any of the nodes it controls and so, based on current loading information it chooses
one (node 2), fetches the service code from the Web Service Provider and installs the
service on that node (step 2). It then routes the request to it for processing (step 3). A
response is then routed back to the consumer. Node 2 continues to host service s4, and
so it is ready to process any other messages routed to it by the Host Provider.

It should be noted that the Consumer need not in any way be aware of the fact that
a Web Service is dynamically deployed — its interaction with the service is through
the standard mechanism of sending a message to the service endpoint offered by the
Web Service Provider.

Once a service is installed on a node it remains in place ready to process future
messages until it needs to be reclaimed. This has the potential to generate large effi-
ciency gains when compared to job-based scheduling systems in which each job exe-
cution requires its own transport and installation of the code.

The Dynasoar infrastructure can support the dynamic deployment of services on
the AIR (Figure 4). The AIR cluster runs the Host Provider component. The provider
of the Analysis Service (which may be a lone researcher or a commercial company
that specialises in writing analysis services) runs the Web Service Provider compo-
nent, and makes the service available through this. Either the consumer (through pro-
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viding the information in the request header) or the Analysis service provider can
specify that the service should run on the AIR cluster close to the database service.
Therefore when the Web Service Provider receives a message for the Analysis Ser-
vice, it passes it to the cluster’s Host Provider to ensure that it is processed close to
the data (Figure 4 step 1). In the Figure, the Host Provider fetches and deploys the
Analysis service from the Web Service Provider (Figure 4 step2) before the request is
processed (on node 2).

By utilising the AIR and Dynasoar, services can be dynamically deployed close to
the database service so as to avoid moving large amounts of data over long distances.
To further reduce data movement, the SkyServer MyDB approach can be used to
store results back in the database for further, later analysis and sharing. Therefore, the
overall aim is to restrict analysis and movement of the data to within the AIR where
possible. Only when absolutely necessary should data be moved outside the AIR. This
may occur, for example, if data is to be combined with data from another database. In
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this case, a method is needed to efficiently query over data held in a set of distributed
databases. This is the subject of the next section.

3 Querying Distributed Data

While Section 2 has promoted the localisation of computations on data so as to avoid
the cost of moving it, it is actually rare that all the information that could usefully be
harnessed by a scientist exists in a single location. Therefore, the ability to combine
information from multiple sources is a common requirement in e-science applications.
The normal way to combine information in service-based distributed computing is
through the use of workflow systems [16]. These allow expert users to choreograph
the interactions between a set of services in order to combine their functionality in
some way. For example, a workflow used in bioinformatics may take as input data
from an experiment, use one service to do some preliminary analysis, compare the
results with existing data extracted from a database service, and then use a literature
service to find relevant papers that may shed light on the results [17]. Workflows
provide a way to capture expert knowledge on how to carry out such a process. Once
captured, the analysis of data can be automatically enacted in a performant, consistent
and reproducible manner. As a result, we have seen examples where the cost of ana-
lysing the data generated by an experiment has been reduced by a factor of ten when
compared to manually controlled analysis using web sites and scripts.

However, where it is necessary to access and combine information from more than
one database, then the workflow would have to incorporate services to implement
standard operations on data such as joins, unions, filters etc. The danger is therefore
that the workflow designer must design, implement and deploy services to perform a
specialised form of Distributed Query Processing (DQP) on data accesses from a set
of specific database services. Further, there is a real risk of poor performance, or fail-
ure due to data overload, as workflow enactment engines do not offer the sophisti-
cated data buffering and flow control found in DQP system:s.

Consequently, the OGSA-DQP project was created to design and build a distrib-
uted query processing system [18] that would: (i) provide a generic way of compiling,
optimising and executing distributed queries over a set of OGSA-DAI database sys-
tems, and (ii) explore how to exploit the underlying grid infrastructure. It should be
stressed that the aim was to complement and enhance, rather than replace, workflow
systems; whilst a distributed query can be run in a “stand-alone” manner within an
application, it can also be called from within a workflow.

The OGSA-DQP system works as follows. A distributed query processing service
is deployed. This has the same interface as the OGSA-DAI database service (e.g.
consumers can send queries to it in perform documents). However, a client wishing to
use the DQP service must also identify the set of OGSA-DAI database systems that it
wishes to run queries over. The DQP service then sends perform documents to those
services to obtain logical and physical metadata. Logical metadata includes informa-
tion on the tables that these services offer, while the physical metadata includes in-
formation that will be of use to a query compiler and optimiser, such as table sizes
and the availability of indices.

The consumer can then submit queries to the DQP service which compiles and op-
timises them. One of the aims of grid infrastructure is to provide a way by which
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applications can discover and exploit computational resources that are available to
them (for example by locating a suitable server on which a job can then be run
[19],[20]). Therefore, the DQP service takes this approach and utilises a set of dy-
namically acquired computing resources for executing the query. The DQP optimiser
uses grid information services to determine the computational resources that are
available and then works out how best to map the query to them.

The result is a query plan which is distributed over query evaluator services that
are deployed on the available hosts. Execution can then take place, with each evalua-
tor executing some portion of the query plan. This may be one or more operators (e.g.
join, select) or, in order to exploit parallelism to improve performance, part of an
operator (e.g. one element of a parallel hash join). Consider an example query over
two distributed databases: the Gene Ontology Database GO, and the genome database
GIMS:

select p.proteinId, Blast (p.sequence)
from protein p, proteinTerm t
where t.termId = ‘8372’

and p.proteinId = t.proteinId

This identifies proteins that are similar to human proteins with a GO term of 8372.
It includes a call to a Blast sequence similarity service in order to return a set of pro-
tein ids and their associated similarity scores (OGSA-DQP allows computations en-
capsulated as Web Services to be incorporated into queries).

Figure 5a shows the query tree after logical and physical optimisation. The opti-
miser assesses the options for mapping the query plan onto the available nodes (as
determined by the grid information service) and chooses a plan that attempts to reduce
the response time by parallelising the hash join over a cluster of nodes such that the
hash tables can fit entirely into main memory. This results in the execution plan of
Figure 5b. The dashed boxes indicate how the plan is partitioned over a set of nodes.
The exchange operators [21] manage the transfer of data between the partitions. In
Figure 5b, these are shown at the intersection of partitions. In practise, an instance of
the exchange operator is planted in each of the two overlapping partitions, one to send
tuples and the other to receive. The iterator model [21] is used to control the flow of
data around the execution plan (repeated requests for the next result tuple flow down
from the top of the execution tree, and in response the tuples are generated and re-
turned back up the tree), but rather than transfer data a tuple at a time between nodes
in response to requests (calls to “next” in the iterator model), data is buffered by the
exchange operators, and sent in blocks for efficiency [18].

The identifiers of the nodes over which the partition is to be distributed are shown
within the partitions in Figure 5b. In this example, the hash join is to be distributed
over nodes 5 to 12. The exchange operators on nodes 1 and 2 perform a hash on the
join key of each outgoing tuple, and send the tuple to the appropriate node (5-12)
where a local join can take place. In this way, parallelism can be utilised to speed-up
queries by spreading operators over multiple nodes.

3.1 Exploiting Dynamic Adaptivity

The DQP optimiser makes a decision on how best to distribute the query plan, based
on the availability of resources just before the query is executed. However, there are
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obvious dangers in doing this in a dynamically changing environment. For example,
what if during query execution a node becomes unable to deliver the expected per-
formance as it is now also serving another, higher-priority service? What if one or
more cheap, high-performance nodes become available just after a long query execu-
tion has begun? Or, what if the optimisers predictions about the required computing
resources prove highly inaccurate (for example, because a join produces more rows
than expected) and so the consumer will not get the query result within the time they
require? Finally, what if a node is withdrawn by its owner from the pool of available
resources, or simply fails during query execution? To address such problems and
opportunities without killing and re-starting the query, with all the delays and wastage
of resources that entails, requires the DQP infrastructure to be adaptive. It must moni-
tor the progress of the execution and the availability of resources, and take dynamic
decisions about whether or not to make dynamic changes. Work in the Polar* project
has been investigating the opportunities for adaptivity in distributed query execution
[22],[23]. It has focussed on two areas that are now discussed: recovering from node
failure, and adapting to improve performance.

In order to allow a query to recover from the failure of one of the nodes being used
by DQP, uniquely numbered checkpoint markers are inserted by the exchange opera-
tors into the streams of tuples flowing between nodes. Further, copies of tuples are
retained by the exchange operators in a local recovery log after they have been trans-
mitted. The basic scheme will be illustrated by reference to a simple linear chain of
operators distributed over three nodes as shown in Figure 6. The exchange a operator
regularly inserts a checkpoint marker into the stream of tuples that it sends from node
1 to node 2. It also buffers the tuples that it sends to node 2 in a local recovery log.
When a tuple arrives at node 2, it is processed by Operator 2 and the result is passed
to exchange b for transmission to node 3. When a checkpoint marker arrives at ex-
change b on node 3, this indicates that it is safe for all the tuples that preceded the
sending of that marker by exchange a on node 1 to be deleted from its recovery log.
To cause this to happen, exchange b on node 3 sends an acknowledgement to ex-
change a on node 1 containing the number of the checkpoint marker.
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This ensures that the failure of node 2 cannot cause the failure of the whole query.
If node 2 fails, then a new node (2°) is acquired and configured to act in its place. The
exchange a operator on node 1 is informed that from now on it should send tuples to
node 2’°, and requested to retransmit the tuples held in its recovery log to the new
node.

The scheme can be used to recover from the failure of any node involved in the
query processing. All the exchange operators buffer tuples in a local recovery log as
they send them, until they receive an acknowledgement message from the node that is
two places downstream in the query execution plan. In fact, by extending the span of
the acknowledgements (e.g. retaining copies of tuples until the checkpoint marker has
arrived n nodes downstream) an arbitrary number of node failures can be accommo-
dated. The scheme also extends to more complex query graphs with arbitrary fan-in
and fan-out by duplicating (fan-out) and aggregating (fan-in) checkpoint mark-
ers [22].

Work on DQP adaptivity has also encompassed making dynamic changes to the
query plan to improve performance. For example in many DQP plans the work of an
operator is shared across a set of nodes in order to exploit parallelism (e.g. the join
operator in Figure 5). However, the data may not be evenly spread over the nodes, or
some nodes may be more powerful than others. This can result in an imbalance of
work that degrades the overall performance. Polar* has investigated the addition of a
Monitoring-Assessment-Response framework [23] to detect and attempt to correct
such imbalances. When the monitoring component detects an imbalance then the
assessment component is called to decide whether a response is appropriate, and if so
which of the possible range of responses is best. For example, if one node is underper-
forming relative to the others it may be better to redistribute work away from it, or, if
a suitable new node is available, to configure and then utilise the new node to replace
the underperformer.

In summary, the work on DQP has demonstrated its potential for combining infor-
mation when compared to ad-hoc approaches such as bespoke workflow construction.
Having the user express their intent through a declarative query language allows the
compiler/optimiser to generate an execution plan that exploits parallelism, dynamic
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acquisition of grid resources, distribution and flow-control without any user interven-
tion. There is also the added potential for exploiting adaptivity so as to allow dynamic
re-configuration to improve performance and automatically recover from failure. The
DQP design also shows that grid infrastructures have great potential as the basis for
other forms of adaptive computation because they provide information on resource
availability and offer ways to dynamically deploy computations on those resources.

4 Conclusions and Future Challenges

The past few years have seen a large investment in building e-science applications.
Many of these exploit databases, though many more could but don’t. We believe that
in order to allow application builders to exploit the potential of databases then two
approaches are needed. Firstly, we must advertise the potential benefits of using data-
base technology, as they are often not obvious to those who do not come from a data-
base background (to many scientists, files are the natural way to store data). In the
above paper, we have attempted to do this by describing their potential for achieving
high-performance through moving computation to data, and for combining distributed
information. The success stories of e-science applications that are already successfully
utilising databases should also be influential. These come from a wide range of do-
mains including Astronomy [11],[24], Meteorology [25] and Bioinformatics [17].

Secondly, it is important to try to provide “off-the-shelf” building-blocks that sim-
plify the task of integrating databases into e-science applications. OGSA-DAI and
OGSA-DQP are two existing examples of this, but in order to identify opportunities
for new, useful services that could have generic usage it is necessary to try to identify
likely trends in the use of databases in e-science.

In the short term the growth in the use of databases may be driven by the increas-
ing importance of managing and exploiting structured metadata [26],[27]. By provid-
ing semantic information about data, this will in turn increase the potential and impor-
tance of distributed query processing for data federation.

In the medium term, the main data-related trend that we expect to see is a huge
growth in real-time data being generated by sensors, e.g. for environmental and traffic
monitoring. Dealing effectively with this new deluge of information will pose great
challenges. One approach would be to simply store the sensor information into a da-
tabase as it is produced and then allow clients to query it retrospectively. However,
this misses the opportunity to act in near real time as new data arrives. For example,
data from river water level sensors could, when levels rise sufficiently high, trigger
flood plane modelling (possibly on a dynamically acquired server) to predict whether
flooding will occur, and if so take necessary action. A key to acting on sensor data is
the ability to detect patterns in the low-level events (e.g. a sensor reading) that repre-
sent important high-level events on which action can be taken, e.g. “water levels be-
coming dangerously high”. The results of existing research into continuous queries
will clearly have a part to play here, and commercial database companies are making
large investments in this area, largely due to the commercial importance of RFID tags
[28]. Once a high-level event has been generated, then there is the need to take the
appropriate action. This may include associating a workflow with an event (e.g. to run
a flood plane model and plot the results on a map before sending an e-mail warning to
those likely to be affected), or combining events (e.g. correlating a rise in pollution
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levels from a set of sensors in one area). Consequently, we expect that there will be an
increase in the demand for middleware that can process events ([29],[30]). Section 3
described how the adoption of a common way of providing query access to databases
allows the use of generic tools such as OGSA- DQP. In the same way, there would be
an advantage in projects agreeing a common way to publish event-driven data. This
would encourage the development of generic services to route, filter, log, replay and
correlate events.

Over the coming years, we expect databases to become a basic component of all
computer systems. Their footprint, in terms of disk, memory and CPU, is now rela-
tively low compared even to a typical, cheap laptop PC. Consequently, there is no
reason why their functionality and versatility should not be routinely exploited. This
can be seen in moves by many operating systems designers to base their filesystems
on a database (e.g. WinFS [31]). Where there exist compute resources that do not
currently run a database, then dynamic service deployment systems such as Dynasoar,
possibly exploiting Virtual Machine technologies, offer the opportunities to dynami-
cally deploy a database on a node. This “databases everywhere” trend raises questions
as to how these databases can be used to good effect. Clearly, there is the potential to
utilise them for DQP query processing, but it would also be possible to use them to
act as data caches, replicating all or some of the data from remote databases to reduce
data transfer costs and query response times.

In conclusion, existing projects are now demonstrating the advantages of utilising
databases in e-science projects. The functionality offered by database servers are
proving highly useful for applications where sophisticated data querying and integra-
tion are required. However, they are also proving to be a good basis for building per-
formant applications through their potential to minimise data movement. Conse-
quently, as experience spreads through he community, we expect the use of databases
in e-science to grow. In the short term this may be driven by the increasing impor-
tance of managing and exploiting structured metadata. In the medium term, the
growth of event-driven processing for e-science will also increase the demand for
database-oriented solutions, though much further work is needed to provide middle-
ware to enable scientists to routinely write applications to extract full value from this
dynamic data.
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Abstract. In Data Warehouses and On-Line Analytical Processing sys-
tems hierarchies are used to analyze high volumes of historical data.
On the other hand, the advantage of using spatial data in the analysis
process is widely recognized. Therefore, in order to satisfy the growing re-
quirements of decision-making users it is necessary to extend hierarchies
for representing spatial data. Based on an analysis of real-world spatial
applications, this paper defines different kinds of spatial hierarchies and
gives a conceptual representation of them. Further, we study the sum-
marizability problem and classify the topological relationships between
hierarchy levels according to the procedures required for ensuring correct
measure aggregation.

1 Introduction

Data Warehouses (DWs) and On-Line Analytical Processing (OLAP) systems
are used to store and analyze high volumes of historical data. These systems
rely on a multidimensional view of data, which is usually represented as a
star /snowflake structure consisting of fact tables, dimension tables, and hier-
archies. A fact table represents the focus of analysis and contains attributes
called measures, e.g., quantity sold. A dimension table includes attributes allow-
ing the user to explore the measures from different analysis perspectives. These
attributes may either form a hierarchy, e.g., City — State — Region or be descrip-
tive, e.g., Store number. Hierarchies allow both a detailed view and a general
view of data using the roll-up and drill-down operations. The former transforms
detailed measures into aggregated data (e.g., daily into monthly or yearly sales)
while the latter does the contrary.

Although the location dimension has been widely integrated in DWs and
OLAP systems, it is usually represented in an alphanumeric, non-spatial man-
ner. Taking into account the growing demand of including spatial data in the
decision-making process, in this work we extend traditional hierarchies for in-
cluding spatial data. We realize such extension using a conceptual model ap-
proach. Furthermore, we consider the issue of measure aggregation and analyze
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the topological relationships existing between hierarchy levels in order to estab-
lish whether the summarizability problem arises.

Presenting the different kinds of spatial hierarchies using a conceptual ap-
proach will help decision-making users to better express their requirements with-
out being bothered with implementation considerations. Additionally, the clas-
sification of topological relationships between hierarchy levels according to the
required procedure for measure aggregation helps implementers of spatial OLAP
tools to develop correct and efficient solutions for spatial data manipulations re-
lying on common specifications.

This paper is organized as follows. Section 2 defines spatial hierarchies and
the associated notation. Section 3 presents different kinds of spatial hierarchies
including their graphical representation. Section 4 analyzes the summarizability
problem in the light of the different topological relationships existing between
spatial hierarchy levels. Section 5 surveys works related to representing spatial
hierarchies and Section 6 gives conclusions and future perspectives.

2 The Spatial MultiDimER Model

The Spatial MultiDimER model [7, &] is a spatial conceptual model for mul-
tidimensional data. A schema is defined as a finite set of dimensions and fact
relationships. A dimension includes either a level, or one or more hierarchies.
Levels are represented as entity types (Figure 1 a). An instance of a level is
called a member.

A hierarchy has several related levels (Figure 1 b). Given two consecutive
levels of a hierarchy, the higher level is called parent and the lower level is
called child. Cardinalities (Figure 1 ¢) indicate the minimum and the maximum
number of members in one level that can be related to a member in another

Level Level, i Level,
Key attribute Key attribute > Key attribute
Other attributes Other attributes f Other attributes
a) b)
— ' —
c) ) d)

e Point °*: Pointset | @& Intersects ® Equals
N Line > Line set © Contains ®° Touches
4 Area & Area set @®° Disjoint & Crosses

e) ' f)

Fig. 1. Notations of our conceptual multidimensional model: (a) dimension with one
level, (b) hierarchy with several levels, (c) cardinalities, (d) analysis criterion, (e) pic-
tograms for spatial data types, and (f) pictograms for topological relationships
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level. A level of a hierarchy that does not have a child level is called leaf and
the one that does not have a parent level is called root and represents the most
general view of data. Hierarchies express different structures according to the
analysis criteria, e.g., geographical location (Figure 1 d).

Levels have one or several key attributes (represented in bold and italic in
Figure 1) and may also have other descriptive attributes. Key attributes of a
parent level show how child members are grouped. Key attributes in a leaf level
indicate the granularity of measures in the associated fact relationship.

We define a spatial level as a level for which the application needs to keep its
spatial characteristics. This is captured by its geometry, which is represented us-
ing spatial data types such as point, line, area, or a collection of these data types.
We use the pictograms of MADS [10] for representing the geometry of spatial
levels and the topological relationships between these levels. We adopt an orthog-
onal approach where a level may have geometry independently of the fact that
it has spatial attributes. This achieves maximal expressive power where, e.g., a
level such as State may be spatial or not depending on application requirements,
and may have (descriptive) spatial attributes such as Capital.

A hierarchy (resp. dimension) is spatial if it has at least one spatial level
(resp. hierarchy). Usual non-spatial dimensions, hierarchies, and levels are called
thematic. Our definition of spatial dimension extends that in [I3] where spatial
dimensions are based on spatial references of hierarchy members. Spatial hier-
archies can combine thematic and spatial levels. Figure 2 a) shows a hierarchy
where all levels are spatial. As shown in the figure, each level is associated with
a spatial data type determining its geometry: Point for Store, Simple Area for
County, and Area Set for State. We call a hierarchy fully spatial when all its
levels are spatial, it is called partly spatial when it contains both spatial and
thematic levels. Notice that in our model it is easy to distinguish between the-
matic, partly-spatial, and spatial hierarchies depending on whether a spatial
pictogram is present in the hierarchy levels.

As shown in Figure 2 a), our model also allows to represent the topological
relationship between a spatial child and a spatial parent levels. The pictogram in
the figure corresponds to the within/contains topological relationship meaning,
e.g., that the spatial extent of a county is contained into the spatial extent
of its related state. If no topological relationship is specified by the user, it is
assumed by default that the link between spatial hierarchy levels represents a
within/contains topological relationship.

3 Different Kinds of Spatial Hierarchies

In this section we briefly present the classification of hierarchies given in [7] using
examples from the spatial domain. This allows to show that this categorization
can be applied for non-spatial as well as for spatial hierarchies.

3.1 Simple Spatial Hierarchies

Simple spatial hierarchies are those hierarchies where the relationship between
their members can be represented as a tree. Further, these hierarchies use only
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one criterion for analysis. Simple spatial hierarchies can be further categorized
into symmetric, asymmetric, and generalized spatial hierarchies.

Symmetric spatial hierarchies have at the schema level only one path where
all levels are mandatory. An example is given in Figure 2. At the instance level
the members form a tree where all the branches have the same length. As implied
by the cardinalities, all parent members must have at least one child member
and a child member cannot belong to more than one parent member.

Store County 4 State &
Store Id County name © |State name
Address County area State population
Manager name Main activity Other attributes
Other attributes Other attributes
)
| state1 &
| — — | M
‘ county 14 l [ county 2 ‘1
[ store 1 = | store2 e [ store 3 | store 4 e

b)

Fig. 2. A symmetric hierarchy: (a) schema and (b) examples of instances

Asymmetric spatial hierarchies have only one path at the schema level (Fig-
ure 3) but, as implied by the cardinalities, some lower levels of the hierarchy
are not mandatory. Thus, at the instance level the members represent a non-
balanced tree, i.e., the branches of the tree have different lengths. The example

Little cell 4 g Cell & Segment R Region &
Id g Id Id Id
Access condition | 4 Size =()—! Size Name
Type i} Description Responsible Other attributes
Size g Other attributes Other attributes
Other attributes  \-
a)
I I |
‘ segment 1 a‘ ‘ segmentZﬁ‘ ‘ segmentSﬂ‘
|
| | ]
(cell 11 Q] [cell 12 8] cell 31 & | [cell32 & [cell3s & |

—]—|
ittle cell 111 4 ittle cell 1124 b)

Fig. 3. An asymmetric spatial hierarchy: (a) schema and (b) examples of instances
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of Figure 3 represents an asymmetric spatial hierarchy for a forest division con-
sisting of little cell, cell, segment, and region. Since some parts of the forest are
located in the mountain and are difficult to access, detailed representations of
all areas are not available for analysis purposes and some hierarchy members are
leaves at the segment or at the cell levels.

Generalized hierarchies contain multiple exclusive paths sharing some levels
(Figure 4). All these paths represent one hierarchy and account for the same
analysis criterion. At the instance level each member of the hierarchy belongs
to only one path. The symbol ® indicates that for every member the paths
are exclusive. In the example, it is supposed that road segments can belong to
either city roads or to highways, where the management of city roads is the
responsibility of districts while that of highways is privatized. Notice that the
geometry associated to the Company level (a simple area) represents the spatial
extent that a company is responsible for maintenance.

|District 4 city &
| Name Name
Road Segment V4 i g?sponﬁb'% gft:a "
| Other specific er specific
Numberl Y | attributes attributes State &
Speed limit e Name
Condition Company 4 X
Other attributes Area -
Name Other specific
g Address PO attributes
Other specific T
attributes
a)
state A §
[ 1 I
city X & | cityY & | | company 1ﬁ| | company ZQI
Iil—'l | i
| district 1 4| district 2 4 |
H i g —
road Vi road Sy road Sy road J¥
segment 21 segment 22 b) segment h21 segment h22

Fig. 4. A generalized spatial hierarchy: a) schema and b) examples of instances

As another example, the data model of the U.S. Census-Administrative
Boundaries [15] includes several generalized hierarchies. One of them represents
a spatial hierarchy containing a county level. However, in Maryland, Missouri,
Nevada, and Virginia the county level is replaced by independent cities or places,
whereas in American Samoa, county is replaced by district and islands.

Generalized spatial hierarchies include a special case commonly referred to
as non-covering hierarchies. In these hierarchies, some paths skip one or several
levels having in common at least the leaf and root levels.
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3.2 Non-strict Spatial Hierarchies

Until now we have assumed that the parent-child links have one-to-many car-
dinalities, i.e., a child member is related to at most one parent member and
a parent member may be related to several child members. However, many-to-
many cardinalities are very common in real-life applications: e.g., a mobile phone
network cell may belong to several ZIP areas [1], several tribal subdivisions in
the U.S. Census hierarchy belong both to the American Indian reservation and
to the Alaska Native areas [15].

We call a spatial hierarchy non-strict if it has at least one many-to-many
cardinality; it is called strict if all cardinalities are one-to-many. The members
of a non-strict hierarchy form a graph. The fact that a hierarchy is strict or not is
orthogonal to its type. Thus, the different kinds of hierarchies already presented
can be either strict or non-strict.

G : State &
ki v
Lake 4 ga "
Name = State name
Length = City name State population
Pollution level | ‘5 City population State area
Other attributes | & Other attributes State major activity
o Other attributes
a)
state A §
| city14 | city2 4] | city3 4]
L [ I
I 1
| lake X4 | lake Y4
b)

Fig. 5. A symmetric non-strict hierarchy: (a) model and (b) example of instances

Figure 5 shows a symmetric non-strict spatial hierarchy. The many-to-many
cardinality represents the fact that a lake may belong to more than one city.
This hierarchy may be used, e.g., for controlling the lake contamination level
caused by neighbour cities.

Most non-strict hierarchies arise when a partial containment relationship
takes place [4], e.g., when only part of a highway belongs to a state. In real
situations it is difficult to find non-strict hierarchies with a full containment
relationship, i.e., when a spatial member of a lower level wholly belongs to more
than one spatial member of a higher level.

3.3 Multiple Alternative Spatial Hierarchies

Multiple alternative spatial hierarchies have several non-exclusive simple spatial
hierarchies sharing some levels. However, all these hierarchies account for the
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same analysis criterion. At the instance level such hierarchies form a graph since a
child member can be associated with more than one parent member belonging to
different levels. In multiple alternative spatial hierarchies, it is not semantically
correct to simultaneously traverse the different composing hierarchies: The user
must choose one of the alternative hierarchies for analysis.

[ @ County & State &
0 i - - I - !
Cglns:s 4|5 Tribal Blnck‘ ,l;, < Name B Name 4 _—'Na"on a!
e 2 [ Group ¥ | Other attributes Other attributes I |
Number T > Number - — — i : e ame
Other § Other Tribal Census Tribal Census | American Indian | Other
| attributes E attributes |> | Tract N > Subdivision &5 < Reservation & | attributes
=) | Number Number | Name |
s | Other attributes Other attributes | | Other attributes |

Fig. 6. Multiple alternative hierarchies formed by two non-strict symmetric hierarchies

The example given in Figure 6 represents part of the hierarchies used in the
U.S. Census Bureau [15]. The hierarchy for American Indian and Alaska Native
Areas, and Hawaii Home Land (ATANA/HHL) uses a particular subdivision of
the territory (lower path of the figure). However, the usual hierarchy composed,
among others, of County and State levels' (upper path of the figure) provides
another subdivision of the same territory. This path can be used for obtaining
statistics of American Indian by counties and states. It is obvious that both
hierarchies cannot be simultaneously used during analysis.

Notice the difference between generalized and multiple hierarchies (Figures
4 and 6). Although both hierarchies share some levels and use only one analysis
criterion, they represent different situations. In a generalized hierarchy a child
member is related to one of the paths, whereas in multiple hierarchies a child
member is related to all paths, and the user must choose one of them for analysis.

3.4 Parallel Spatial Hierarchies

Parallel spatial hierarchies arise when a dimension has associated several spa-
tial hierarchies accounting for different analysis criteria. Such hierarchies can be
independent or dependent. In a parallel independent spatial hierarchy, the dif-
ferent hierarchies do not share levels, i.e., they represent non-overlapping sets of
hierarchies. An example is given in Figure 7.

In contrast, parallel dependent spatial hierarchies, have different hierarchies
sharing some levels. The example in Figure 8 represents an insurance company
that includes hospitalization services for clients. The Client dimension contains
two hierarchies: a symmetric hierarchy representing the hospitalization structure
and a non-covering one representing the geographic division of the client’s ad-
dress. Both hierarchies share the common levels of City and State. Notice that
the difference between multiple alternative and parallel dependent hierarchies
(Figures 6 and 8) consists in allowing one or several analysis criteria.

! To simplify the example, we ignore that some states are not divided in counties
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Store = /F? city 4 State & Region &
=
Store number |B 8 City name State name Region name
Store name 5 Other attributes Other attributes Other attributes
Store address >< T .
Other attributes | g Sales group district4y Sales group region &
g ‘g District name Region name
\9 Other attributes Other attributes
Fig. 7. Parallel independent spatial hierarchies associated to one dimension
Client = [ ) Hospitalization Hospitalization Symmetric hierarchy
- E Area 4 Region &
; Area name Region name
E'm nome g Other attributes Other attributes
ast name &
Middle name ErrREEnen T 00 T
v . | (Hﬁpﬂﬁ X . : il ~
Other §| [ Municpary 4] | [ ciy & [8) County & state A
attributes > Municip. name P Gity name (X County name X| state name ||
| || Other attributes i | Other attributes Other attributes Other attributes | |
—y H | S R
: ~ Non-covering hierarchy

Fig. 8. Parallel dependent spatial hierarchies

4 Topological Relationships Between Spatial Levels

As already said, the levels related by a child-parent relationship may be spatial
or non-spatial. This leads to 4 possible combinations: non-spatial-to-non-spatial
(the child and parent levels are thematic), spatial-to-non-spatial (a spatial level
rolls-up to a non-spatial level), non-spatial-to-spatial (a non-spatial level rolls-up
to a spatial level), and spatial-to-spatial (both levels are spatial). To each one
of these combinations corresponds a different relationship type: (1) a contain-
ment function for non-spatial-to-non-spatial relationships, (2) a mapping from
a spatial to a non-spatial domain for spatial-to-non-spatial relationships, (3) a
mapping from a non-spatial to a spatial domain for non-spatial-to-spatial rela-
tionships, and (4) a topological relationship for spatial-to-spatial relationships.

The first kind of relationship has been widely investigated. Mappings from
spatial to non-spatial domains (or vice versa) can be easily implemented. The
question that remains is which kinds of topological relationships should be al-
lowed between spatial levels considering that these hierarchies are used for ag-
gregating measure values when traversing levels.

For non-spatial hierarchies, summarizability conditions [6] must hold for en-
suring the correct aggregation of measures in higher levels taking into account
existing aggregations in lower levels. These conditions include, among others, a
simple-value mapping between hierarchy levels and completeness (i.e., no miss-
ing values and existence of a parent member for every child member). Since
asymmetric, generalized, and non-strict hierarchies do not satisfy summariz-
ability conditions, it is required to apply either special aggregation procedures
(e.g., implemented in Microsoft Analysis Services [9] for asymmetric and non-
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covering hierarchies), or transformations (e.g., described in [1] for asymmetric,
non-covering, and non-strict hierarchies).

Although the summarizability conditions have been established for non-spatial
hierarchies they must also hold for spatial hierarchies. However, summarizabil-
ity problems may also arise depending on the topological relationship existing
between spatial levels. Several solutions may be applied: an extreme one is to dis-
allow the topological relationships that cause problems whereas another solution
is to define customized procedures for ensuring correct measure aggregation.

We give next a classification of topological relationships” according to the re-
quired procedures for establishing measure aggregation. Our classification, shown
in Figure 9, is based on the intersection between the geometric union of the spa-
tial extents of child members (denoted by GU(Ces:)) and the spatial extent of
their associated parent member (denoted by P..:). To simplify the discussion, we
only consider spatial hierarchies with distributive numeric measures, e.g., sum?.

The disjoint topological relationship is not allowed between spatial hierarchy
levels since during a roll-up operation the next hierarchy level cannot be reached.
Thus, a non-empty intersection between GU(Cle,) and P.,; is required.

Forbidden

N L
Topological 1 m e - Safe aggregation
relationship _[:I
Related Speci i
pecial aggregation
i ]

[ procedure
|
e = —
within equal Z'X
[ | |
| Boundary || Interior || Both |
touches  crosses for curves  crosses

overlaps

Fig. 9. Classification of topological relationship for aggregation procedures

Different topological relationship may exist if the intersection of P,.,; and
GU(Chyt) is not empty. If GU(Ceyt) within Peyt, then the geometric union of
the child member extents (as well as the extent of each child member) is included
in their parent member extent. In this case, the aggregation of measures from a
child to a parent level can be done safely using a traditional approach. Similar
situation occurs if GU(Ceyt) equals Peyy with the additional constraint that both
spatial extents are equal and have common boundaries.

The situation is different if the extents of child and parent members are re-
lated by a topological relationship distinct from within or equal. As can be seen in
Figure 9 different topological relationships belong to this category, e.g., touches,

2 We consider the topological relations from the SQL/MM standard [3)]
3 We do not consider spatial measures obtained by applying spatial operators or func-
tions to spatial objects [3] as proposed by [11]
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crosses. As in [12], we distinguish three possibilities depending on whether a
topological relationship exists between the boundaries, the interiors, or both the
boundaries and the interiors of the spatial extents of child and parent members.
For example, this distinction is important in Figure 8 for determining how to
realize aggregations if a lake touches a city and overlaps another.

When developing aggregation procedures, if GU(Ceyyt) intersects P.,; and
this intersection is different from equal or within, the spatial extent of some (or
all) child members is not completely included in the spatial extent of a par-
ent member. The topological relationship existing between the spatial extents
of individual child members and a parent member determines which measure
values can be considered in its entirety for aggregation and which must be par-
titioned. For example, if in the hierarchy in Figure 2 the geographic union of
the points representing stores is not within the spatial extent of their county,
every individual store must be analyzed for determining how the measure (for
example, required taxes) should be distributed between two or more counties.
Therefore, an appropriate procedure for measure aggregation according to ap-
plication particularities must be developed, such as that proposed by [4] for
partial containment topological relationship. As already said, another solution
is to disallow these topological relationships in spatial hierarchies.

5 Related Work

Many works focus on conceptual modelling for Spatial Databases (e.g., [10]) or
for DWs (e.g., [11]) based on either the ER model or the UML. However, a
multidimensional model is seldom used for spatial data modelling. Moreover,
even though organizations such as ESRI recognize the necessity of conceptual
modelling by introducing templates of spatial data models in different areas of

human activities [1], these models often refer to particular aspects of the logical-
level design and are too complex to be understood by decision-making users.
Ferri et al. [2] refer to common key elements between spatial and multidi-

mensional databases: time and space. They formally define a geographic data
model including contains and full-contains relationships between hierarchy lev-
els. Based on these relationships, the integration between GIS and DW/OLAP
environments can be achieved by a mapping between the hierarchical struc-
tures of both environments. The concept of mapping between hierarchies is also
exploited by Kouba et al. [5]. To ensure the consistent navigation in a hierar-
chy between OLAP systems and GISs, they propose a dynamic correspondence
through classes, instances, and action levels.

Stefanovic et al. [13] distinguish three types of spatial dimensions based on
the spatial references of the hierarchy members: non-spatial (a traditional non-
spatial hierarchy), spatial-to-non-spatial (a spatial level rolls-up to a non-spatial
level), and fully spatial (all hierarchy levels are spatial).

Jensen et al. [1] present a general scenario for location-based services (LBSs)
including a data warehouse as central storage platform. Their model includes
several dimensions, one of which is a spatial dimension. They proposed a model
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with hierarchies including a new partial containment relationship where only
part of the spatial extent of a member belongs to a higher hierarchy level.

Although the works mentioned above refer to spatial hierarchies in DW
and/or OLAP, only [1] classify spatial hierarchies. However, they neither in-
clude generalized hierarchies nor distinguish partly and fully spatial hierarchies.
Further, since they do not focus on the graphical representation of the different
kinds of hierarchies, some of them are difficult to distinguish, e.g., non-covering
and multiple hierarchies.

The work of Pedersen and Tryfona [11] refers to pre-aggregation in spatial
DWs. However, we consider that the analysis they present and the solution they
proposed are adequate for managing spatial measure represented by geometry
[3] and it goes out of the scope of this article.

6 Conclusions

DW and OLAP systems use a multidimensional model for representing user
requirements for decision making. In this model hierarchies allow to view data
at different levels of detail using roll-up and drill-down operations. On the other
hand, Geographic Information Systems (GISs) have been successfully used for
many years in a great number of applications areas. Since it is estimated that
80% of the data stored in databases has a spatial component, the merging of both
technologies, DWs and GISs, provides an opportunity to enhance the decision-
making process. However, the lack of a conceptual approach for multidimensional
modelling, joined with the absence of a commonly-accepted conceptual model
for spatial applications, makes that representing real-world hierarchies including
spatial levels is a challenging task.

We extended the different kinds of hierarchies proposed in [7] by the in-
clusion of spatial levels. Hierarchies may be fully or partly spatial depending
on whether all their levels are spatial. Combining spatial and non-spatial levels
leads to different relationships between hierarchy levels. Finally, we addressed
the summarizability problem that arises for some types of hierarchies. We em-
phasized that the summarizability problem may also occur due to the different
topological relationships existing between hierarchy levels. We classify these re-
lationships according to the complexity required for developing procedures for
measure aggregation.

The present work belongs to a larger project aiming at developing a concep-
tual model for spatio-temporal data warehouses. We are currently working on
the inclusion of temporal features in our model.
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Abstract. Multidimensional structures or hypercubes are commonly used in
OLAP to store and organize data to optimize query response time. The multi-
dimensional approach is based on the concept of facts analyzed with respect to
various dimensions. Dimensions are seen as axes of analysis forming a vector
space in which each cell is located by a set of coordinates. In conventional mul-
tidimensional structures, dimensions have discrete values and are organized in
different levels of hierarchies. However, when analysing natural phenomena
like meteorology or pollution the discrete structures are not adequate. We will
introduce mechanisms, based on interpolation, to spatial and temporal dimen-
sions which will give the user the impression of navigating in a continuous hy-
percube. In this paper we go over the research issues associated with continu-
ous multidimensional structures, we give some of their potentials and we
propose a multidimensional model and some operations used for an OLAP of
field-based data.

1 Introduction

The volume of data generated by the daily operations of the different kinds of busi-
nesses has experienced an explosive growth. Data warehouses play an important role
in helping decision makers obtain the maximum benefits of these large amounts of
data. Data are extracted from several sources, cleansed, customized and inserted into
the data warehouse. A data warehouse is defined as a “subject oriented, integrated,
time-variant and non-volatile collection of data in support of management’s decision-
making process” [10]. The most popular analysis mean is the On-Line Analytical
Processing (OLAP) which enables users to examine, retrieve and summarize data
within a multidimensional model.

Multidimensional structures are based on the concept of facts or measures (e.g
business facts to be analyzed like sales) and dimensions representing the context in
which these measures are analyzed. Usually dimensions are discrete and organized in
hierarchies composed of numerous levels, each representing a level of detail as re-
quired by the desired analysis. Conventional data warehousing deals with alphanu-
meric data. In the real world, spatial data makes a large part of data stored in data-
bases. It has been estimated that about 80% of such data has a spatial component to it,
like an address or a postal code [7]. In most data warehouses, spatial components are
represented as a dimension table in the star schema. Time, is also an important di-
mension of every data warehouse, and it is usually represented as discrete points of
time with appropriate hierarchy. In applications that deal with natural phenomena, it
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is not possible to measure the continuous phenomena everywhere and at every instant
of time. Therefore only sample points are used to capture the phenomena, which
leads to a discrete representation and results in discrete dimensions. Discrete dimen-
sions may hide important data that can be used for data analysis and exploration.
Therefore, there is a need to incorporate spatiotemporal continuity within the multi-
dimensional structures to rightfully represent and analyze continuous phenomena.
One of the motivations for this work is that continuous representation may provide an
estimate of the information that was lost due to the use of discrete dimensions. The
second motivation is the need, that arises in several cases, for analysis at a very low
level of temporal and/or spatial granularities like in catastrophe analysis. A third
motivation is the need to observe natural phenomena in a continuous manner. It
would be more realistic for environmentalists to analyze natural phenomena naturally
as they occur in real life, not as a collection of discrete pieces.

In this paper we present the concepts, research issues and potentials of continuous
multidimensional structures. In this respect, we propose a multidimensional model for
continuous field data. The rest of the paper is organized as follows: in section 2 we
give some of the related work on spatial data warehousing and we give a short survey
of multidimensional models. In section 3 we present the concepts of continuous data
warehousing, go over some of the research issues and give some of the potential uses.
In section 4 we present our model for continuous multidimensional structures using a
running example. We define continuous fields in section 5 and give some of the op-
erations to manipulate them in multidimensional structures and conclude the paper in
section 6.

2 Related Work

2.1 Spatial and Spatiotemporal Data Warehousing

A lot of work has been done on spatial and spatiotemporal data warehousing. A spa-
tial data warehouse is a data warehouse of both spatial and non-spatial data [16].
There are both spatial and non-spatial measures and dimensions. The spatial cube
contains any of three types of spatial dimensions: (1) Non spatial, (2) Spatial-to-non
spatial and (3) Spatial-to-spatial [14,16]. The work of [13] describes a framework for
supporting OLAP operations over spatiotemporal data. The main differences pointed
out between traditional OLAP and spatiotemporal OLAP is the lack of predefined
hierarchies. Hence the positions and ranges of spatiotemporal query window do not
conform to pre-defined hierarchies and are not known in advance. Several indexing
solutions are proposed. A study of data integration in spatiotemporal data warehouse
is presented in [12]. The work concerns modelling heterogeneous data in multidimen-
sional structures. Heterogeneity can be temporal, spatial and semantic. Two ap-
proaches were proposed to model such data: by using a unique temporally integrated
hypercube for all time periods, or by using a hypercube for each time period (or
view) that users want to analyze. [2] defines a spatial OLAP (SOLAP) as a visual
platform built to support rapid and easy spatiotemporal analysis and exploration of
data in a multidimensional approach, comprised of aggregation levels available in
cartographic displays as well as in tabular and diagram displays. The work of [4]
deals with the temporal aspect of multidimensional structures and the slowly chang-
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ing dimensions A temporal model for supporting evolutions in multidimensional
structures is defined and implemented.

To the best of our knowledge, no work has been done on continuous spatiotempo-
ral data warehousing. However, [15] propose a representation of data cube that deals
with continuous dimensions in the sense of not needing a predefined discrete hierar-
chy. The main focus of this work is on using the known density of data to calculate
aggregate queries without accessing the data. The representation reduces the storage
requirements, but does not present the continuity in the same way we do since we
estimate non-existing measures based on sample data values. In our model the num-
ber of members of the continuous dimensions is not known in advance whereas in
[15] the domain of dimension levels is predefined.

2.2 Multidimensional Models

Despite the multitude of multidimensional models that have been proposed during the
past years, there is still no agreement on a formalism for modeling multidimensional
databases. In this section we present brief description of the essential points of some
of these models. For detailed and profound comparisons we refer the reader to
[3][18].

The model of [1] treats measures and dimensions symmetrically. A set of algebraic
operations is also presented. Data is organized in one or more k-dimensional hyper-
cubes. A cube is defined as a triple (D, E(C), N) where D is a set of k dimension
names. Each dimension has a domain dom;. E(C) is a mapping function that defines

the elements of the cells of the cube. N is a n-tuple describing the elements of the
cube. In [5,6] the authors propose a formal multidimensional model and a descriptive
query language. The model is based on the notions of dimensions and f-tables. A
dimension is defined as a triple (L, < R-UP) where L is the set of finite levels, <is a
partial order among levels of dimensions and R-UP is a collection of roll-up functions
that define mappings of lower level elements to higher level elements. The work of
[9] describes a conceptual multidimensional model. An n-dimensional table schema is
a triple <D, R, par> where D = {dl’ dn} is a set of dimension names, R = {AI’
A, }is a set of attributes and par is a mapping function. In [17] a model which con-

tains the natural OLAP operations is presented. Dimensions are defined as in [4]. A
dimension is a lattice (H, <) where H={DL J’DLZ""DLn} is a set of levels with a do-

main of values dom(DLi) attached to each level DL, and < denotes that each dimen-

sion path is a totally ordered list of levels. The model is based on the notion of basic
cubes C,, which is a cube with the most detailed data and it is formally defined as a

triple <Db, Lb, Rb>. Db is a list of the dimensions <D I’DZ""’Dn’ M> characterizing
the cube and also contains a special measure dimension M. L, is the list of atomic
dimension levels. R, is a set of cell data containing the tuples of the data cube. Cubes

are built from the basic cube using a set of operations. A formal definition of the cube
is a 4-tuple <D, L, Cb’ R> where Cb is the basic cube used to compute the higher

cubes. The work of [11] is one of the rare models for multidimensional exploratory
spatiotemporal analysis. This work focuses more on the hierarchy theory and it can be
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seen as a framework rather than a model. Moreover, there is no formalism of the
common operators. The multidimensional data cube is seen as the logical model for
spatiotemporal analysis. A dimension hierarchy is a 4-tuple H=(V, F, G, <) where
V={v,, v,....}denotes the node or the vertex of a hierarchy. Each v is associated with

a domain of elements. G = {g,.g,,...} is the dimension path which is a totally ordered

list of nodes. The symbol < denotes that a dimension path is a linear totally ordered
list of nodes. Every adjacent vertex pair in a path is associated with a partition map-
ping function called, categorization function.

3 Research Issues and Potential Uses

There are several challenges that arise from defining and implementing continuous
hypercubes. Some of the research issues that need to be addressed are:

— Modeling continuous structures. The structures we propose will be used solely
for field-based data. Existing multidimensional models are not adequate for this
type of data. Therefore a new model that takes in consideration the spatiotemporal
continuity has to be proposed.

— Storage cost versus response time. There will always be cells of the hypercube
whose data must be calculated which poses the need of a compromise between the
storage cost and response time. There is a choice between storing only sample
values hence reducing storage cost, or storing all sample points and some ap-
proximated values so that response time will be faster at a higher storage cost.

— Estimating none measured values. To obtain estimated values at all points of
space and time of the study area, spatial and temporal interpolation methods will
be used. These methods differ in their assumptions and complexity and should be
applied based on the modeled phenomena. We are considering two approaches:
(1) predetermined methods or (2) the user is given a choice between several
methods and (s)he can choose what is suitable for the application.

— Navigation in the continuous hypercube. Introducing continuity could change
the results of some operators. In addition to the continuous dimensions there will
always be discrete dimensions. The classic OLAP operators are suitable to navi-
gate along the discrete dimensions, however in the continuous dimensions these
operators have to be extended and redefined. There is also a need to add and for-
mally describe new operators to facilitate the continuous navigation.

— Data visualization. It is easier to observe complex spatial relationships when they
are viewed as a map instead of a table. The interface will be composed of two
main parts as in [14]: a navigation panel and a visualization window. The naviga-
tion panel permits selections of measures to be viewed with respect to all possible
members of dimensions. The visualization space shows information in different
format: graphical or non graphical. There will also be quality indicators to indi-
cate the accuracy of displayed results since the precision of estimated values var-
ies depending on several factor (like number of sample points, method used, ...
etc.)

Continuous data warehouses will not be suitable for every type of application. There

is no sense of having continuous spatial or temporal dimensions for a data warehouse
intended for applications of discrete nature (like sales). These structures are most
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advantageous for applications that deal with spatiotemporal data that represent the
behavior of natural phenomena like meteorology, pollution or oceanography.

One of the domains of use is the analysis of catastrophes. The first example is the
spread of forest fires. Historical forest fire data can be modeled in a continuous hy-
percube. Data can be analyzed at the lowest level of spatial and temporal detail with
respect to the different dimensions that affect the behavior of fire like localization,
wind speed and rainfall. Another application could be the analysis of oil spills. The
dispersion of the spills depends on different factors: type of spill, location, wind
speed. Based on these factors historical disaster data can be analyzed at the lowest
level of spatial and temporal hierarchies to gain new edges on how to limit the dam-
ages when future accidents occur.

4 Continuous Multidimensional Model
4.1 Motivating Example

To illustrate our model, we will use the following motivating example of an applica-
tion for the analysis of air pollution in the Parisian region. The dimensions of analysis
are Pollutant, Station, Localization and Time. Pollution is the measure to be analyzed
as in Fig. 1.

Pollutant
|p0||utam_fam“y |_| Pollutant-code coordinates ~~ | city ~JH departmentrnl regionA]

Station
Station code |—| Station type

Time

year 'V\l_' day N\H monthrv\|—| hour A

Fig. 1. A hypercube for the analysis of air pollution

From this schema we distinguish two classes of dimensions: discrete and continu-
ous. Dimensions Pollutant and Stations are discrete since at all levels of their respec-
tive hierarchies there is a defined number of members. In the second class we find the
dimensions Time and Localization where at every level of each dimension there is a
temporal and a spatial continuity respectively. In the dimension Time, the lowest level
represents the interval at which stations measure pollution, i.e. at every hour. The
temporal continuity assumes that there is a value that could be measured or estimated
at every instant in time. Similarly, in the Localization dimension, the lowest level is
the station coordinates that indicate its location. Spatial continuity implies that a value
of pollution exists at every single point in the space of the study. Some levels can be
denied from being continuous if reasons exist (like inability to estimate or store data
at this level).The continuous levels are designated by the symbol ~.. Continuity at
the detailed levels is based on actual measured values whereas in the general levels it
is based on aggregated values. The data used throughout this paper are real data col-
lected by AIRPARIF (http://www.airparif.asso.fr/) which is an organization
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charged of monitoring air quality in the Parisian region known administratively as
“Ile de France”.

The continuous hypercube is built as follows: data are collected by several sensors
distributed over the study area. Sensors read data at different points in time and at
different intervals depending on the phenomena being measured. The readings are
stored in a relational database. From this database, a discrete hypercube is built that
will enable multidimensional analysis. To build the continuous hypercube, spatial and
temporal interpolation methods are applied to the discrete hypercube. The results can
be represented in different formats (graphic, tabular or as a curve) consisting from
both the actual and estimated values (Fig. 2).

pollution
sensors
input
= data base

Space of study

apply spatial and temporal
interpolation methods to a
sample of data values

discrete cube
(internal
representation)

L

observed . d
values estim ate
values

TSN

B —

continuous cube

(external

representation) tim e
output

Fig. 2. Steps of building a continuous cube

Introducing continuity in spatial and temporal dimensions enables the continuous
navigation in the hypercube and the analysis at all levels of continuous dimensions.
Starting from a conventional hypercube we aim at giving the user the illusion that
(s)he is navigating through a continuous hypercube where there will be data values at
every point in space and in time. There will be two levels of representation: the first is
a discrete representation of the data at the implementation level and the second is the
continuous representation as seen by the user. The continuous representation is
achieved by using interpolation techniques to estimate values where no actual values
exist. In addition to the continuous vision, the use of interpolation function will help
solving the problems of missing or erroneous data, which is a frequent problem, since
sensors can get blocked, malfunction or even break down.

4.2 Basic Definitions

In the field of analysis and exploration of natural continuous phenomena there is a
need to perform the analysis in a continuous manner analogous to the natural behav-
ior of the phenomena being analyzed. The continuous data warehouse will be built, as
a second layer, on top of a discrete data warehouse. From the studied multidimen-
sional models, [17] presents the richest model with respect to multidimensional se-
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mantics. The model includes all formal definitions of most of the necessary opera-
tions and those that are not defined can be derived in terms of the defined ones. The
model is based on the notion of basic cubes. The idea of basic cube is very important
since it allows for the serial performing of operations which is typical in OLAP appli-
cations. It will also be the base for interpolating results to have a continuous vision of
values or for estimating missing cell values. Thus based on this model we present the
essential extensions to support continuous multidimensional structures.

In this model, we keep most of the basic definitions of the original model and we
add to them the necessary elements. We refer the reader to [17] for the detailed origi-
nal definitions. As stated above there are 2 classes of dimensions: discrete and con-
tinuous. Some of the following definitions concern only the continuous class of di-
mensions, while for the discrete class the definitions of the original model hold.

Let n be the number of dimensions, and let  be the rank of dimension levels start-
ing from the most detailed level (level 1) going all the way up to the most general
level (level r) and let k be the cardinality (number of members) of a given dimension
level DL,. The domain of values dom(DL,) for the dimension level DL, may contain

two types of members: predefined members and any possible value between any two
given members to give a continuous representation of the dimension level. From [17]
a value x belonging to a specific dimension level DL, can have ancestors and descen-
dants which are specific instances related to x at higher and lower dimension levels
respectively. They are defined as:
ancestor(x, DLj) =y where ye dom( DLj) and DL< DL,
descendants(x, DLj):{x it xz,...,xk}where XX X € alom( DLJ.) and DLl.>DLj
The same definition for ancestor holds as in the original model however we extend
the definition of descendants as follows:
descendants(x, DL))={x, x,,..., x,]J U {y,,y,...}Where{x ,x,,....x; }€ dam(DLJ.)
and {y,y,...}are all the possible domain values in a continuous representa-
tion.
e.g.: descendants(5 mars 2004, hour) = {1:00 5 mars 2004, 1:09 5 mars 2004,
vy 1215 5 mars 2004, ..., 1:59:59.45 5 mars 2004, ...... }
The basic cubes are cubes at the lowest level of detail. The discrete basic cube
disch is a 3-tuple <Db, Lb, Rb> where Dbis a list of dimensions including a dimen-
sion measure M. L, is the list of the lowest levels of each dimension and R, is a set of

cell data represented as a set of tuples containing level members and measures in the
form of x = [x p Xy X, M ] where m is the dimension that represents the measure.

Table 1 shows an extraction of a disch.

Table 1. An extraction of disch (Db: time, station, pollutant, localization), (Lb: hour, station-

code, pollutant-code, coordinates), M: Pollution

Time Station Pollutant | Localization Pollution
15-16/05/2002 EVRY NO 2.43056, 48.63778 81
23-25/04/2002 MONTG 03 2,45556, 48,70778 19
17-01/07/2002 MONTG NO2 2,45556, 48,70778 20
12-01/9/2002 ELYS CO 2,30944, 48,86889 200
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In order to achieve a continuous representation of the basic cube, estimated meas-
ures related to the infinite members of a given spatial and temporal dimensions’ lev-
els are calculated using actual cell values from discC,. This of course necessitates

applying interpolation functions to a sample of discC, values to calculate the meas-

ures corresponding to the new dimension members which will give the continuous
basic cube contC,.

The number of tuples in contC) is theoretically infinite since a dimension level in

the class of continuous dimensions contains theoretically an infinite number of mem-
bers. We define conth, as 4-tuple <Db, (D’b,F), Lb, R’b>. Where Db,D’b are the

discrete and continuous dimensions respectively. In the example D, is {station, pol-
lutant} and D’b is {time, localization}. F is a set of interpolation functions associated
with the continuous dimensions and has the same cardinality as D’;. So for our ex-
ample since card(D’)) is 2 then Card(F) = 2. So F = {f; 5 f,} where f, is a spatial
interpolation function and f, is a temporal interpolation function used to calculate the
measures to achieve the continuous representation of the cube. L, is the list of the

lowest levels of each dimension as defined above. The continuous representation is
defined over a spatial and/or temporal interval. Therefore we define R’; as a set of

tuples of the form x = [x p Xy e X, m | where X [minDom(Lbl.) - A, maxDom(Lbl.)

+4] with 4 being a small predefined value used to (1) allow for continuous represen-
tation using greater and smaller values than the domain of the dimension levels, and
(2) predict values outside the specified interval. The measure m M is defined as:
— Using interpolation functions
Interpolation functions can be applied in two different ways. Either by defining a
number of observed values to be used for estimation or using all observed values

lying within a predefined diameter. So based on the way of applying interpolation
methods, the measure m is defined as:

— m= f{m,, m,, ...m;) where /is a spatial or temporal interpolation function us-
ing (1 £ n < k) cells for value estimation and m; e M,

— m= f(m, m,,...m;) using values lying within a predefined spatial or temporal
distance d, or

- m=fof,(m, my..m)orm=f,of, (m, m,..m) The order of applying
the interpolating functions depends on the phenomena being modeled.

— Without interpolation functions
— mis an actual cell value without a need for interpolation.
It can be clearly seen that disch c conth.

4.3 Cubes

Cubes are built from basic cubes by applying a set of operations. A cube C is defined
as 4-tuple <D, L, contCy, R> where, D is a list of dimensions including M as defined
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above, L is the respective dimension level, R is cell data and conth is the basic cube

from which C is built. Because of the nature of the continuous field data, different
aggregation function are used to build the cube at higher dimension hierarchies. For
example, the sum of measures for a specific region or a specific period of time will be
represented as an integral. Other aggregation functions like min, max or average will
be performed on contC; and their results will be assigned to the higher levels of the

hierarchy. We will illustrate how the cubes are built using some examples.

Example 1 CI: A cube showing the maximum pollution values by department for
pollutants NO2, NO, CO for a given day.

The first step in building this cube is applying a temporal interpolation function to
the continuous basic cube to estimate pollution values for a whole day. Then apply
the aggregation function, max, and roll the results up to the department level. An
example of the results is in table 2.

Table 2. Cube C1 (D: Time, Station, Localization, Pollutant), (L: day, station-code, depart-
ment, pollutant-code,), M: max(pollution)

Time Station Localization Pollutant Max(Pollution)
16/05/2002 CELES Paris NO 216
28/06/2002 CELES Paris NO2 55
07/01/2002 BONAP Paris CO 500

Example 2 C2: A cube showing the average pollution values by pollutant family by
department for the period between 1/07/2002 and 31/12/2002.

As in example 1, we apply the necessary interpolation functions from the continu-
ous basic cube on the values measured within the period specified, then we apply the
sum and count aggregation functions and roll-up the results to the department level
(Localization dimension) and to the pollutant-family (Pollutant dimension) we then
calculate the average. Table 3 shows an extraction of this cube.

Table 3. An extraction of Cube C2 (D: Localization, Pollutant), (L: department, pollutant-
family), (M: average (pollution))

Localization Pollutant AVG(Pollution)
Paris PRIMARY 364,8339
SECONDARY 55,8253
Seine-et-Marne PRIMARY 16,8268
SECONDARY 44,1650
Val-de-Marne PRIMARY 20,1957
SECONDARY 39,7254

5 Continuous Vision of the User

The vision of the user is different from that of the computer. Data is stored discretely
in the hypercube. Even what we called a continuous basic cube is in fact only a dis-
crete representation containing both measured data and interpolation functions. There
is a step between this representation and the user. From the continuous basic cube we
will apply the aggregation functions to cell values and to some defined operations.
Aggregation results will be treated as measures in the continuous representation.
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The aggregation functions are similar to those used in conventional data warehous-
ing, however they are calculated differently due to the nature of the data used. To
illustrate these functions let us first define the continuous field. Based on [8] a con-
tinuous field F is defined as follows:

F=D,T,S,V,f) where,

D geographic domain of the field, i.e. the region where the phenomenon takes
place,

T temporal domain of the field, i.e. the temporal space during which the phe-
nomenon takes place,

S <D xTsetofs; =(p;, t;) with p; € D, t; € T such that the phenomenon is
known at the position p; and time t;. s; € S is called a sample point,

V is the domain of the set of values of the field,
S DX T — V such that for s; € S, f{s;) = v;. f is the function describing the

phenomena.

On this continuous field we define 2 types of operations. The first concerns the dis-
crete operations and the second groups the continuous operations:

Discrete operations. Only the sample points are used.
DiscMax = vj such that vi > f(sy) V s € S
DiscMin = vj such that vi < f(sy) V sk € S

Disc Sum = Z f(s,)

e, ek
DiscCount = Card(S)
DiscAvg = SumDisc/CountDisc

Continuous operations. All values of the field are used.

ContMax = vj such that vi > f(sy) V sy e DX T

Cont Min = vj such that vj < f(sy) V sy e DT

ContSpatSum = [ f(s)dp

ContTempSum = [ f(s) dt

ContSpatAvg = [ f(s)dp/(area of region)

ContTempAvg = | f(s)dt /(t,-t,) where [t;: t,] is a time interval

SpatSpeed = f’(x)= df/dx speed of the spread of pollution in space

TempSpeed =f’(t)= df/dt speed of the spread of pollution in time

Gradient: the change of the value of the field per unit of space or time

Continuity is considered on either an interval of time or on a specified region at all
levels of hierarchy. If interpolation functions vary, for example depending on the type
of pollutant, the user must specify the members of the discrete dimensions that will be
used for the exploration and then (s)he will deal with only the class of continuous
dimensions (Fig. 3).

6 Conclusions and Future Work

Data warehousing and OLAP are the corner stone of the decision support systems.
We aim at extending these structures so that decision support systems will be appli-
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Fig. 3. Continuous vision of the user versus discrete vision of the computer

cable to more domains and in new different ways. Continuous hypercube are struc-
tures that can be used for multidimensional analysis and exploration of data in a con-
tinuous manner. By the means of interpolation functions we will provide a continuous
vision of the discrete hypercube and we will deal with the problems of missing and
erroneous data. In this paper we presented the concepts, challenges and potentials of
continuous data warehousing, and proposed a continuous multidimensional data
model suitable for the analysis and exploration of continuous phenomena. The model
uses discrete and continuous basic cubes and from the basic cube a hypercube can be
built by applying special aggregation functions. We also defined continuous fields,
discrete and continuous operations that deal with multidimensional structures for
field-based data. New aggregation functions to deal with continuous field data have
been defined. In future work we will concentrate on the formal definitions and meth-
ods of calculating aggregating functions within the continuous hypercube.
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Abstract. A wide range of database applications manage information that varies
over time. Many of the underlying database schemas of these were designed us-
ing one of the several versions, with varying syntax and semantics, of the Entity-
Relationship (ER) model. In the research community as well as in industry, it is
common knowledge that the temporal aspects of the mini-world are important,
but are also difficult to capture using the ER model. Not surprisingly, enhance-
ments to the ER model have been proposed in an attempt to more naturally sup-
port the modeling of temporal aspects of information. Common to the existing
temporally extended ER models, few or no specific requirements to the models
were given by their designers.

With the existing proposals, an ontological foundation, and novel requirements
as its basis, this paper defines a novel temporally extended ER model satisfying
an array of properties not satisfied by any single previously proposed model.

1 Introduction

A wide range of existing database applications manage time-varying information. Fre-
quently, existing temporal-database applications employ the Entity-Relationship (ER)
model [7], in one of its different incarnations, for database design. The model is easy to
understand and use, and an ER diagram provides a good overview of a database design.
The focus of the model is on the structural aspects of the mini-world, as opposed to the
behavioral aspects.

It has been recognized that although temporal aspects of mini-worlds are important
for most applications, they are also difficult to capture using the ER model. The tempo-
ral aspects have to be modeled explicitly in the ER diagrams, resulting in ER diagrams
with entities and attributes that model the temporal aspects, which make the diagrams
difficult to understand. As a result, some industrial users simply ignore all temporal
aspects in their ER diagrams and supplement the diagrams with textual phrases such as
“full temporal support,” indicating that the temporal aspects of data should somehow be
captured. The result is that the mapping of ER diagrams to the relational tables of the
underlying DBMS must be performed by hand; and the ER diagrams do not document
well the temporally extended relational database schemas used by the application pro-
grammers. An example, Fig. 1 illustrates how temporal aspects may clutter an otherwise
simple ER diagram.

Example 1. Figure | presents an ER diagram for a company divided into different de-
partments. Each department has a number, a name, some locations, and is responsible
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for a number of projects. The company keeps track of when a department is inserted
and deleted. It also keep track of the various locations of a department. A department
keeps track of the profits it makes on its projects. Because the company would like to
be able to make statistics on its profits, each department must record the history of its
profits over periods of time.
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Fig. 1. ER Diagram Modeling Temporal Aspects

Each project has a manager who manages the project and some employees who
work for the project. Each project has an ID and a budget. The company registers the
history of the budget of a project. Each project is associated with a department that is
responsible for the project. Each employee belongs to a single department throughout
his or her employment. For each employee, the company registers the ID, the name, the
date of birth, and the salary. The company also records the history of employments. The
departments would like to keep records of the different employees’ salary histories. For
reasons of accountability, it is important to be able to trace previous records of both
profits and salaries.

Employees work on one project at a time, but employees may be reassigned to other
projects, e.g., due to the fact that a project may require employees with special skills.
Therefore, it is important to keep track of who works for which project at any given
point in time and when they are suppose to be finished working on their current project.
Some of the employees are project managers. Once a manager is assigned to a project,
the manager will manage the project until it is completed or otherwise terminated.

The research community’s response to the shortcomings of the ER model for the
modeling of temporal aspects, such as valid and transaction time, has been to develop
temporally enhanced ER models, and a number of models have been reported in the
research literature [1, 12, 18, 20].
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The approaches taken to add built-in temporal support into the ER model are quite
different. One approach is to devise new notational shorthands that replace some of the
patterns that occur frequently in ER diagrams when temporal aspects are being mod-
eled. Another approach is to change the semantics of the existing ER model constructs,
making them temporal.

While the existing temporal ER models represent a rich body of insight into the
modeling of temporal data, an evaluation [|3] of the models according to a dozen eval-
uation criteria indicate that no model is entirely satisfactory. For example, only two
models supports the transaction-time aspect of data [18, 19]. A common characteristic
of the existing temporal ER models is that few or no specific requirements to the models
were given by their designers. Rather than being systematically founded on an analysis
of general concepts and temporal aspects, their designs are often ad hoc. For example,
the design of one model is the result of the need for the modeling of temporal aspects
in a specific application [ | 0]. These conditions make it difficult to identify the ideas be-
hind the designs of the models and to understand their semantics. Section 4 compares
the proposed model to the existing models in more detail.

It is our contention that there is a need for a temporally extended ER model with
an ontological foundation that analyzes and explicitly describes concepts fundamental
to temporally enhanced data modeling. It is also essential that this model has explicitly
formulated design goals and a comprehensive and precise definition.

We define a graphical, temporally extended ER model, called TIMEERplus, that ex-
tends the EER model as defined by Elmasri and Navathe [¢] to provide built-in support
for capturing temporal aspects of entities, relationships, superclasses and subclasses,
and attributes. The design of the model is based on an ontology, which defines database
objects, fundamental aspects of time, and indicates which aspects of time may be as-
sociated meaningfully with which database objects. Finally, the model is designed to
satisfy additional, explicitly formulated design goals for temporally extended ER mod-
els.

The paper is structured as follows. Section 2 first gives the ontological foundation
of the TIMEERplus model, then formulates the design goals for the model. Section 3
proceeds to define the TIMEERplus model. Section 4 compares TIMEERplus with
the previously proposed temporal ER models, pointing out the obtained improvements.
Finally, Sect. 5 provides a short summary.

2 Ontological Foundations and Requirements

This section first relates the aspects of reality that may be captured by an ER model
to the fundamental modeling constructs in ER modeling. Then follows an introduction
of generic temporal aspects of information that are candidates for being given built-
in support in an ER model. We proceed to introduce two fundamental distinctions;
different decisions for these distinctions lead to fundamentally different ER models.
Finally, we present a set of requirements to a temporal ER model. We first relate the
modeling constructs and temporal aspects, thus identifying exactly which combinations
are meaningful. Next, we present design guidelines derived from a set of criteria for
evaluating temporally extended ER models that we have previously developed [ 3].
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Database Objects. Anything that exists in the mini-world and can be separated from
other things in the mini-world is an entity; hence, a data model used for capturing a
database representation of an entity should provide means of conveniently modeling the
existence and unique identification of entities. The time during which an entity exists in
the mini-world, that is, the time during which it is of interest to the mini-world we call
the existence time of the entity. Other models has another view of existence time [7, 9].

Beyond having an independent existence, an entity is characterized by its properties,
modeled by attributes. At any given point in time, an entity has a value for each of its
attributes. The values of some attributes remain unchanged over time while others vary
over time. We assume that it is meaningful for entities to have properties exactly when
they exist.

A relationship type among some entity types defines a set of relations among entities
of these types. Each relationship relates exactly one entity from each of the entity types
that the relationship type is defined over.

Another type of relationships exists, namely the superclass/subclass relationships
that classifies entities of a superclass into different subclasses, e.g., employees may be
divided into secretaries, engineers, and technicians. It is the same entities that occur in
the subclasses and in the superclass; superclass/subclass relationships represent inher-
itance hierarchies rather than relate entities. The entities of the subclasses inherit all
the properties of entities of the superclass. It is not possible in subclasses to delete or
modify the inherited properties, but it is possible to add new properties.

Aspects of Time. In the database community, several types of temporal aspects of in-
formation have been discussed over the years. In this paper, we focus on four distinct
types of temporal aspects that are candidates for being given built-in support in an ER
model, namely valid time, lifespan, transaction time, and user-defined time [ 14].

We use the term “fact” to denote any statement that can be assigned a truth value,
i.e., true or false. The notion of valid time applies to facts: the valid time of a fact is
the time when that fact is true in the mini-world. Thus, any fact in the database may
be associated with a valid time. However, the valid time may or may not be captured
explicitly in the database.

In ER models, unlike in the relational model, a database is not structured as a col-
lection of facts, but rather as a set of entities and relationships with attributes, with the
database facts being implicit. Thus, the valid times are associated only indirectly with
facts. As an example consider an Employee entity el with a Department attribute. A
valid time of June 2003 associated with the value “Shipping” does not say that “Ship-
ping” is valid during June 2003, but rather that the fact “e/ is in Shipping” is valid dur-
ing June 2003. Thus, when valid time is captured for an attribute such as Department,
the database will record the varying Department values for the Employee entities. If it
is not captured, the database will (at any time) record only one department value for
each Employee entity.

The lifespan of an entity captures the existence time of the entity [ | 4]. If the concept
of lifespan of entities is supported, this means that the model has built-in support for
capturing the times when entities exist in the mini-world. The lifespan of an entity e may
be seen as the valid time of the related fact, “e exists.” However, we choose to consider
lifespans as separate aspects since the recording of lifespans of entities is important for
many applications.
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The transaction time of a database fact is the time when the fact is current in the
database and may be retrieved. As is the case for lifespans, the transaction time of a
fact f may be seen as the valid time of a related fact, namely the fact, “f is current
in the database,” but we have also chosen to record transaction time as a separate as-
pect. Unlike valid time, transaction time may be associated with any element stored
in a database, not only with facts. Thus, all database elements have a transaction-time
aspect.

User-defined time is supported when time-valued attributes are available in the data
model [24]. These are then employed for giving temporal semantics — not captured in
the data model, but only externally, in the application code and by the database designer
— to the ER diagrams. For employee entities, such attributes could record birth dates,
hiring dates, etc.

2.1 Fundamental Design Decisions

Two questions must be answered initially — the answers to these fundamentally affect
the nature and properties of a temporally extended ER model.

Temporal Support, How? The first question is whether temporal support should be
achieved by giving new temporal semantics to the existing constructs, or by introducing
completely new temporal constructs.

The approach where all existing ER model constructs are given temporal semantics
has been used in several of the existing temporal models [7, 9, 19] and has its strong
points. Database designers are likely to be familiar with the existing ER constructs. So,
after understanding the principle of making these constructs temporal, the designers are
ready to work with, and benefit from using, the temporal ER model. However, this ap-
proach is not without problems. In its extreme, this approach rules out the possibility
of designing non-temporal databases, i.e., databases that do not capture the temporal
aspects of data. It is also not possible to design databases with non-temporal parts. An-
other problem is that old diagrams are no longer correct, i.e., while their syntax is legal,
their semantics have changed, and they therefore no longer describe the underlying re-
lational database schemas.

It is possible to retain the existing ER constructs with their usual semantics while
achieving temporal support. This is accomplished by adding new temporal constructs
to the model that provide the support, and this approach is widely used [10, 17, 18, 21,

, 27,28, 30]. The extent of the changes made to the ER model may range from minor
changes to a total redefinition of the model.

Two types of new temporal constructs may be distinguished. With implicit temporal
support, the timestamp attributes used for capturing a temporal aspect are “hidden” in
the new modeling constructs — explicit timestamps for capturing the temporal aspects
are absent. In contrast, with explicit temporal support, timestamp attributes are explicit,
and the semantics of the existing ER constructs are retained. Any new modeling con-
structs are notational shorthands for elements of regular ER diagrams, introduced to
make the modeling of temporal aspects more convenient[ | 0].

The models that retain the existing constructs with their old semantics and introduce
new temporal constructs also have problems. If their extensions are comprehensive,
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they are likely to be more difficult for the database designers to learn and understand.
On the other hand, this approach avoid the problem of legacy diagrams not describing
the underlying database, since the semantics of the existing ER constructs are retained.

Design Model or Implementation Model? The second question is whether the temporal
ER model should have a query language, or whether algorithms that map ER diagrams
to implementation platforms should be provided.

An algorithm may map temporal ER diagrams directly to relational database schemas
[10, 17,19, 21,22, 28], or a two-phase approach may be adopted where temporal ER
diagrams are first mapped to conventional ER diagrams and then mapped to relational
database schemas, reusing mappings from the conventional ER model to the relational
model [10, 27, 30]. For minor extensions of the ER model, the reuse in the two-phase
approach may be attractive. However, the two-phase translation yields less control over
what relational schemas result from the combined mapping.

As an alternative to mapping ER diagrams to the schema of a separate implemen-
tation platform, another approach is to assume a system that implements the ER model
directly [7, 9, 1921, 28]. With this approach, a mapping to an implementation plat-
form is not required. Instead, a query language should be available for querying ER
databases.

2.2 Requirements for Capturing Temporal Aspects

Valid and transaction time are general — rather than application specific — aspects of
all database facts [24]. Lifespan and transaction time are general aspect of entities. As
such, these aspects are prime candidates for being built into a temporal ER model.

We distinguish between two uses of a conceptual model, namely the use of a model
for analysis and the use for design. When a model is used for analysis, it is used for
modeling a small part of reality and should therefore provide constructs for modeling
valid time and lifespans. When used for design, the aim is to model the underlying
implementation, which is usually the relational database model and should therefore
provide constructs that enables the users to capture transactions time in addition to
valid time and lifespan. Since we cannot anticipate if the users will use the model for
analysis and/or design the model must provide constructs such that valid time, lifespans,
and transaction time can be captured.

Lifespan. Lifespans are used for capturing existence time in the database, so a temporal
ER model should offer built-in support for the registration of lifespans of entity types.
Lifespans may or may not, at the designer’s discretion, be captured in the database.

Built-in support for capturing lifespans of entities is important because lifespans
are important in many applications and because entities may exist beyond the times
when their attributes have (non-null) values — it is thus not possible to infer lifespans of
entities from the valid times of the attribute values associated with the entities.

Valid Time. Because facts have valid time and attributes are the modeling constructs
used to capture facts at the conceptual level, a temporal ER model should support the
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possibility to register valid time for attributes. Built-in support for valid time is impor-
tant because it is fundamentally important in a large class of applications to know at
what times the facts recorded in the database are true.

Three different cases arise in connection with the recording (or non-recording) of
the valid time of an attribute. First, if we record the valid time, this implies that we
obtain the ability to capture all the values that have ever been valid for the attribute.
Second, if we do not register the valid time of the attribute, this may be because the
value of the attribute either never changes or because we are only interested in the
current value of the attribute. Third, it could be that we do not know the valid time of
the attribute — we know the valid value, but not the time when it is valid.

An inherent constraint applies to valid time and lifespans. Specifically, at any time
during the database’s evolution, the valid time of any attribute value of any entity must
be a subset of the lifespan of the entity. Since we perceive a relationship as an attribute
of the participating entities, the data model should also provide built-in support for cap-
turing the valid times of relationships. Superclass/subclass relationships are excluded
because these are not considered attributes of the involved entities.

Transaction Time. Transaction time is similar to valid time, but there are also some
differences. Anything, not just facts, that may be stored in a database has a transaction
time. With transaction time captured, past states of a database are retained, which is es-
sential in applications with accountability or trace-ability requirements, of which there
are many. The need for recording transaction time is thus widespread. Since transaction
time is orthogonal to both existence time and valid time this implies that entities and
attribute values can be captured in the database proactively and retroactively.

User-Defined Time. User-defined time attributes, i.e., time-valued attributes with no
special support, are already available in the ER model and should also be available in a
temporally extended ER model. Figure 2 summarizes the temporal support we believe
a temporal ER model must offer.

Entity types Relationship types Superclass/subclass Attributes

Relationships
Lifespan Yes No No No
Valid time No Yes No Yes
Transaction time Yes Yes No Yes

Fig. 2. Modeling Constructs and Their Supported Aspects of Time

Maximally Meaningful and Flexible Support. So far, we have argued that the different
temporal aspects should be supported for exactly the modeling constructs where the
aspects make sense. This provides maximum meaningful temporal support.

The different temporal aspects may or may not, depending on the application re-
quirements, be captured in the database. Therefore, the support for these aspects should
be user-specifiable and maximally flexible. This is achieved if the temporal ER model
permits the database designer to decide which temporal aspects to capture of the dif-
ferent database elements. It must be possible to make these decisions independently for
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independent database elements. Following this principle, the granules of temporal sup-
port in an ER model are the following: Entity types, relationship types, and attributes.

This means that the ER model should allow the designer to, e.g., specify the tem-
poral support of an attribute and the attribute’s entity independently. For example, the
designer may capture lifespans for the Employee entity type while capturing both trans-
action time and valid time for some of the attributes of Employee.

Time Data Type Support. Different time data types may be used for capturing the tem-
poral aspects of database objects, including instants, time intervals, and temporal ele-
ments [ 1].

A temporal ER model may provide the database designer with a choice of data
types, thereby increasing the utility of the model. Instants, time intervals, and tempo-
ral elements may all be used for encoding durations. When instants are used for this
purpose, they have associated interpolation functions. The instant data type may also
encode the occurrence of instantaneous events.

Support for Interpolation. Temporal interpolation functions derive information about
times for which no data is explicitly stored in the database (see, [ |5, | 7]). For example,
it is possible to record times when new salaries of employees take effect and then define
an interpolation function that gives the salaries of employees at any time during their
employment. In the scientific domain, interpolation is particularly important, e.g., when
variables are sampled.

Support for Granularities and Temporal (Im-) Precision. It may be that the temporal
variability of different objects in the mini-world is captured using times of different
granularities [4, 29]. It should then also be possible to capture the variability of the
different objects in the database using these different granularities. To exemplify, the
granularity of a minute may be used when recording the actual working hours of em-
ployees, while the granularity of a day may be used when recording the assignment of
employees to projects.

The temporal variability of different objects in the mini-world may be known with
different precisions [3, 5, 6, | 7], and although some imprecision may be captured using
multiple granularities, granularities do not provide a general solution.

For example, the variability of an attribute may be recorded using timestamps with
the granularity of a second, but the varying values may only be known to the precision
of 5 seconds of the recorded time. This phenomenon may be prevalent and important
to capture in scientific and monitoring applications that store measurements made by
instruments. Thus the usability of a temporal ER model would be increased if support
for temporal precision is provided.

Upward Compatibility. To increase the usability of a new ER model, it is very im-
portant that legacy ER diagrams remain correct in the new model. This property, briefly
mentioned earlier, is called upward compatibility. A temporal ER model is upward com-
patible with respect to a conventional ER model if any legal conventional ER diagram
is also a legal ER diagram in the temporal model and if the semantics of the diagrams
in the two models are the same. Upward compatibility protects investments in legacy
systems and provides the basis for a smooth transition from a conventional ER model
to a temporally enhanced ER model [26]. We thus require that a temporal ER model be
upward compatible with respect to the conventional ER model it extends.



TimeERplus: A Temporal EER Model Supporting Schema Changes 49

Snapshot Reducible Temporal Support. The next property of a temporal extension is
that of snapshot reducibility [25], which may be explained as follows. A temporal ER
model that adds temporal support implicitly may provide temporal counterparts of, e.g.,
the ordinary attribute types, meaning that it provides temporal single-valued, temporal
multi-valued, temporal composite, and temporal derived attribute types.

These temporal attribute types may be snapshot reducible with respect to their corre-
sponding snapshot attribute types. In general, this occurs if snapshots of the databases
described by a temporal ER diagram are the same as the databases described by the
corresponding snapshot ER diagram where all temporal constructs are replaced by their
snapshot counterparts.

Beyond attributes, snapshot reducibility also applies to the various constraints that
may be defined on relationship types, including specialized relationship types such as
superclass/subclass (ISA) and PART-OF (composite/component) relationships.

Time Sequence Attributes. Some attributes are expected to change over time within
specific patterns of time. Such attributes are called time sequence attributes [ 4], but
are also known as time-series data [20] or periodic attributes [22]. An example of an
attribute in our company database that could store time sequence data is the profit at-
tribute of the Department entity type.

Update Patterns. The update pattern of an attribute is the times the value of the attribute
is updated in the database [ 6], e.g., update patterns relate to transaction time. Given
that two or more attributes should be updated simultaneously in the database, e.g, they
follow the same update pattern, that is the update of one attribute triggers an update of
the other attributes, then we will say that such attributes participate in an update pattern
relationship.

Observation Patterns. The observation pattern for an attribute is the times it is given
a particular value [16] in the mini-world, e.g., observation patterns relate to valid time.
The assignment of the value can be caused by an observation, a prediction or an esti-
mation. We could have a situation where we actually know that if one attribute of an
entity type change its value in the mini-world this implies that another attribute also
must change its value and vice versa.

Schema Changes. Given that we know, at the design time of the database, that the
schema of the database will change at a given point in time this would be useful infor-
mation to model in the TIMEERplus diagram.

Changes to a database schema can be divided into three different concepts: schema
modification, schema evolution, and schema versioning. The three concepts are defined
as follows in Roddick, et al. [23].

1. Schema Modification is accommodated when a database system allows for
changes to the schema definition of a populated database

2. Schema Evolution is accommodated when a database system permits the modi-
fication of the database schema without loss of the semantic content of existing
data

3. Schema Versioning is accommodated when the database system allows the view-
ing of all data, both retrospectively and prospectively, through user definable inter-
faces
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3 The Time Extended EER Model (TIMEERplus)

In this sect. the Time-Extended-EER model, TIMEERplus, is presented. First, the
model on which to base the new model and positions regarding the fundamental de-
sign decisions from Sect. 2.1 are chosen. Second, the constructs of the new model are
described.

The Basic Model of TIMEERplus. Since its publication, the ER model [?] has had vari-
ous notations and semantics. It has been extended in order to capture superclass/subclass
relationships and complex entity types, to name but a few extensions, and is then known
as the EER model. Because no EER model has become a standard, the EER model pre-
sented by Elmasri and Navathe [¢] is chosen as the basic model of TIMEERplus. The
reader is assumed to be familiar with this model.

With respect to the fundamental design decisions presented in Sect. 2, the following
choices are made. We have chosen to introduce new temporal constructs and provide
implicit temporal support for the TIMEERplus model. This choice makes it possible to
achieve a temporal ER model that is upward compatible with the ER model it extends.
We have chosen to provide mapping algorithms for the TIMEERplus model. The algo-
rithm is under development. This decision is consistent with most temporal ER models
being considered design models and with current practice in industry. A description of
the mapping algorithms is beyond the context of this paper.

TIMEERplus supports the time data types “instant” and “temporal element.”

3.1 TIMEERplus Modeling Constructs

We proceed to present the modeling constructs of TIMEERplus model. The TIMEER
plus extends the EER model to include, where indicated, built-in temporal support for
entities, relationships, superclasses/subclasses, and attributes.

Regular Entity Types. A regular entity type is represented by a rectangle. Since all
entities represented by an entity type have existence time, modeled by lifespans in the
database, and a transaction time aspect, the TIMEERplus model offers support for lifes-
pans and transaction time for entity types.

If the lifespan or the transaction time of an entity type is to be captured, this is indi-
cated by placing an LS (LifeSpan) or a TT (Transaction Time) in the upper right corner
of the rectangle, respectively. If both lifespan and the transaction time are captured,
an LT (Lifespan and Transaction time) is placed as before. Entity types that capture at
least one temporal aspect are termed temporal entity types; otherwise, they are termed
non-temporal.

In Fig. 1 in Example 1, we model that we want to capture both the lifespan and
the transaction time of the entity type Employee, by associating it with two different
time period entity types, Lifespan and Transaction Time. In the TIMEERplus this is
modeled as shown in Fig. 4, see page 55.

Weak Entity Types. Weak entity types are represented by double rectangles and are used
to represent entities that are existence dependent on specific entities of another entity
type and that cannot by themselves be lexically uniquely identified. A weak entity type
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must therefore be related via an (or a chain of) identifying relationship type (repre-
sented by a double diamond) to at least one regular entity type that is then the owner
of the weak entity type. Weak entity types can be specified to capture the same tempo-
ral aspects as regular entity types, and this specification is independent of the temporal
support specified for the owner(s) of the weak entity type. It is an inherent constraint
that the existence time of a weak entity must be included in the existence time of the
owner entity, due to the existence dependency.

Attributes. Entities are characterized by their attributes. A single-valued attribute is
represented by an oval, a multi-valued attribute is represented by a double oval, and a
composite attribute is represented by an oval connected directly to other ovals repre-
senting the component attributes of the composite attribute.

All facts, modeled by attributes, have a valid time and a transaction time aspect,
and the TIMEERplus model offers support for valid time and transaction time for all
attribute types. If the valid time of an attribute is be captured, a VT is placed to the right
in the oval; if transaction time is captured, a TT is placed as before. If both the valid
time and the transaction time is captured, a BT (BiTemporal) is used. The components
of a temporal composite attribute inherit the temporal specification for the composite
attribute because we assume that all the components change synchronously. If no tem-
poral aspects of an attribute are captured, we call the attribute non-temporal; otherwise,
it is temporal.

It is meaningful for both temporal and non-temporal entity types to have temporal
and non-temporal attributes. Temporal entity types may have non-temporal attributes;
for example, it could be that the application at hand does not require the capture of
any temporal aspects of the attributes of a temporal entity type; it could also be that
some attributes are temporal. Similarly, for non-temporal entity types, it is possible that
temporal aspects of some attributes are to be captured.

In Fig. 1 in Example 1, we model that we want to capture the valid time and the
transaction time of the Salary of an Employee. To be able to capture the valid time,
we convert the attribute Salary into a relationship type, Salary, between Employee and
Salary period, with an single-valued attribute Amount to actually record the salary.
The transaction time is captured by associating the attributes Insertion date and Dele-
tion date with the relationship. In TIMEERplus this may be modeled as shown in Fig. 4.

Key Attributes. To indicate that a set of attributes represent the key of an entity type, the
attribute names of the involved attributes are underlined. Key attributes of an entity type
can be specified as temporal or non-temporal. Simple and composite attributes may be
specified as key attributes.

We allow key attributes to be specified as temporal and define these in terms of
conventional keys and snapshot reducibility. Snapshot reducibility ensures, for exam-
ple, that a single-valued attribute capturing valid time, at any point in the valid-time
domain, is single-valued. Thus, combining snapshot reducibility of attribute types with
the application of the conventional key constraint, we have that any key attribute at any
point in time uniquely identifies an entity.

Relationship Types. A relationship type is represented by a diamond. The model of-
fers support for valid and transaction time for relationship types and the indication is
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placed in the lower corner of the diamond. If some temporal aspect is captured for a
relationship type, we call it temporal; otherwise, it is non-temporal.

In Fig.l in Example 1, we model that we want to capture the valid time of the
relationship Works for between Employee and Project. We therefore have to make the
relationship type ternary by associating an entity type Work period with the attributes
Start date and End date to model this. A corresponding TIMEERplus diagram is shown
in Fig. 4.

The temporal support of a relationship type can be specified independently of the
temporal support for the participating entity types.

Snapshot Participation Constraints. The snapshot participation constraint of an entity
type I with respect to a relationship type R is represented by placing min and max
values in parentheses by the line connecting entity type I with relationship type R. If
man = 0 then the participation of the entities of E is optional; if min > 1 then the
participation is total (mandatory). If max = 1, this means that the entities of £/ cannot
participate in more than one relationship at a time, whereas a maz = n, withn > 1
means that E' entities can participate in n relationships at a time.

3.2 Advanced Features

The previous sect. described the fundamental design of the TIMEERplus model. This
sect. proceeds to present additional features of the model.

Lifespan Participation Constraints. The snapshot participation constraints already de-
scribed constrain the participation of the entities at each isolated point in time. It is also
useful to be able to describe the participation of an entity in a relationship over the en-
tire existence time of the entity. This is useful if, for example, we want to state that an
employee only can be assigned to at most one project at a time, but can be assigned to
any number of projects and must be on at least one during the entire employment.

The snapshot participation constraint ensures that an employee participates in ex-
actly one relationship at any point in time, but it says nothing about the entire employ-
ment period. If we change the participation constraint from (1, 1) to (1, N), this means
that an employee at any single point in time is now allowed to appear in Works for N
times, which is not intended. Another type of participation constraint, called the lifes-
pan participation constraint, must instead be added to the model, making it possible to
express participation constraints throughout the existence times of the entities.

The lifespan participation constraint of entity type £ with respect to relationship
type R is represented by placing min and maz values in square brackets by the line
connecting entity type E with relationship type R. The lifespan participation constraint
specified for the participation of an entity type with respect to a non-temporal relation-

(min,max)

[min,max]

Fig. 3. Representation of Lifespan Participation Constraint in TIMEERplus



TimeERplus: A Temporal EER Model Supporting Schema Changes 53

ship type must be the same as the specified snapshot participation constraint, for which
reason they can be omitted from the diagrams.

There are combinations of snapshot and lifespan participation constraints that are
contradictory. For constraints (a,b) and [c, d], this occurs when a > d, which is the
case for the combination of (M, N) and [1, 1].

Other cases exist where lifespan participation constraints do not add to preexist-
ing snapshot participation constraints. For example, a lifespan participation constraint
[1, N] does not add to the snapshot participation constraint (1, 1).

Generally, we expect the min of the lifespan participation constraint to be equal to or
larger than the min of the snapshot participation constraint; and the max of the lifespan
participation constraint is expected to be equal to or larger than the max of the snapshot
participation constraint.

Using both participation constraints, we can state that any employee must be as-
signed to at most one project at a time, but must be assigned to at least one project
during the employment period. This is shown in Fig. 4.

Superclasses and Subclasses. We offer support for specifying superclass/subclass rela-
tionships. The syntax is as in the EER model.

All subclasses inherit the attributes of the their superclasses, and just as inherited
attributes cannot be given new data types, it is not possible to change the temporal
support given in the superclasses to the inherited attributes. But it is possible to add
temporal and non-temporal attributes in the subclasses.

We have chosen that subclasses inherit the temporal aspects of their superclasses
and that the inherited time specification is expandable, e.g., if we decide to capture
lifespans for Employee entities and let Secretary be a subclass of entity type Employee,
we can decide to capture both lifespans and transaction time for Secretary entities. It is
not possible to delete the inherited temporal support. This choice is consistent with the
fact that subclasses inherit all properties, and thereby also the temporal support, of their
superclasses and that it is not possible to delete or modify inherited properties, but only
to add properties.

Temporal Interpolation Functions. As described earlier, temporal interpolation func-
tions derive information about times for which no data is explicitly stored in the data-
base. Support for interpolation is perhaps particularly important in applications where
processes are monitored and variables are sampled.

We provide the designer with the possibility to define not only temporal interpola-
tion, but also derivation functions for derived attributes, and we extend the model with
temporal (and non-temporal) derived attributes. These are represented by dotted ovals
with the same possibilities for specifying temporal support as for the stored attributes.
The interpolation functions must be specified in the query language of the intended tar-
get platform, since we do not provide a query language with the TIMEERplus model.
The tool implementing the model must provide means for linking the derived attribute
with its defining query-language statement.

Time Sequence Attributes. As mentioned earlier, an example of an attribute in our
company database that could store time sequence data is the profit attribute of the De-
partment entity type. The company want to record the profit of each department on a
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monthly basis. This is indicated in the diagram by extending the temporal annotation
of the attribute BT with a M inclosed by parentheses (M), see Fig. 4. The meaning of
this is that we each month record the profit of each Department in the database. The
letter inclosed by parentheses indicates the calendar (time pattern) which determines
how often the attribute is to be recorded in the database. The specified calendar apply
only to the valid time aspect of a temporal attribute. The calendars we provide for time
sequence data is year (Y), month (M), week (W), day (D), hour (H), minute (Mi), and
second (S). All types of attributes can be specified as time sequenced given that the
valid time aspect of the attribute is captured.

Attribute Update Pattern Relationship. An example of attributes from our running ex-
ample that participates in an update pattern relationship is the attribute Level of the
Trainee entity type and the attribute Salary of the Employee entity type, since the level
of the trainee determines the salary of the trainee. The notation for the update pattern
relationship is a small circle annotated with up inside and lines connecting the circle
and the participating attributes, see Fig. 4.

Even though update patterns relate to transaction time [16] it is not required that
the attributes involved in the update pattern relationship capture their transaction time
aspect. The semantics of the update is as usual for the participating attributes, e.g.,
for a non-temporal attribute this means that the new value is stored instead of the old
value and for transaction time attributes the old value is terminated and the new value
is inserted.

Attribute Observation Pattern Relationship. An example of attributes from our running
example that participates in an update pattern relationship is the attribute Title of the
Scientist entity type and the attribute Salary of the Employee entity type, since the title
of an scientist determines the salary of the scientist. The notation for the observation
pattern relationship is a small circle annotated with ob inside and lines connecting the
circle and the participating attributes, see Fig. 4.

As it is the case with attributes participating in an update pattern relationships we
do not require the attributes participating in an observation pattern relationship capture
their valid time aspect. The semantics of the assignment of new values to the attribute
remain as usual for both non-temporal and valid time attributes.

Schema Changes. Consider the running example of the paper, and let us assume that we
know that the company will start a new department called Research and Development
at November 1, 2004 . Therefore, we need to add another subclass of the employee
entity type to the database called Scientist. At the same date the registration of employ-
ees will extended with information about their address. This leads to a change in the
database schema on November 1, 2004. The notation for documenting this change is
very simple, just add {startdate, enddate} after the name of the construct, see Fig. 4.
A dash (-) is used to indicate if either the the start- or the enddate is unknown. It will
be useless to have both the startdate and the enddate specified as unknown, since this
would semanticly be the same as not using the construct. The startdate indicate when
the new construct become valid in the database, meaning that from that date it should
be possible to query the new part of the database. If the startdate is unknown we must
assume that is is valid currently and will be until the enddate. And if the enddate is
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unknown this means that it will be valid from the startdate and until “forever”. The no-
tation can also be used for documenting changes in the database schema not known at
design time.

Example 2. Figure 4 gives a TIMEERplus diagram that corresponds to the the EER

diagram given in Fig. 1.
Deparment 11}

LNy Prom BT(M)

a.n

Budget BT

Scientist
{2004/09/01,—

Fig. 4. TIMEERplus Diagram of the Example

3.3 Properties of the TIMEERplus Model

In Sect. 2 we listed a set of design goals. Having introduced TIMEERplus, we now
examine its design with respect to the goals.

Temporal Aspects Supported. We provide built-in support for capturing lifespans
and transaction time for entities. Similarly, built-in support for capturing valid time and
transaction time for attributes and relationships is provided. The model also provides
notation for specification of time sequence attributes, observation- and update pattern
relationship. Finally, user-defined time attributes are available.

Maximally Meaningful and Flexible Support. TIMEERplus provides maximally mean-
ingful and flexible temporal support, since the database designer is able for each mod-
eling construct to specify whether or not to capture each meaningful temporal aspect
of the construct. The model has optional use of the temporal constructs, providing the
database designer with the possibility of mixing temporal and non-temporal constructs
in the same diagram.

Time Data Type Support. TIMEERplus supports time data types for the modeling of
both instantaneous events and phenomena that persist in time, namely the “instant” and
“temporal element” types.

Support for Interpolation. The model provides support for defining temporal interpo-
lation functions and derivation functions for derived attributes. The interpolation func-
tions must be specified in the query language of the intended target platform — a separate
language for this is not provided.
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Support for Granularities and Temporal (Im-) Precision. The time granularities sup-
ported by TIMEERplus are second, minute, hour, day, week, month, and year. The
model does not, at present, support temporal imprecision.

Upward Compatibility. The designed model is upward compatible with respect to the
EER model [£] because we extend this model with new temporal constructs while re-
taining all original EER constructs, with their original syntax and semantics.

Snapshot Reducible Temporal Support. TIMEERplus has implicit temporal support
and includes snapshot reducible temporal counterparts of the ordinary attribute types,
i.e., provides temporal single valued, temporal multi-valued, temporal composite, and
temporal derived attribute types.

Next, the snapshot participation constraints are also snapshot reducible, while lifes-
pan participation constraints have no non-temporal counterparts. Finally, the constraints
associated with superclass/subclass relationships are snapshot reducible. For example,
the temporal participation constraint (disjoint, total) for a superclass/subclass relation-
ship is snapshot reducible, so that for any snapshot of the underlying database, any
entity of the superclass is present in exactly one subclass.

Schema Changes. The TIMEERplus model provides notation for specifying changes to
the database schema explicitly in TIMEERplus diagrams. The notation can be used for
specifying schema modification, schema evolution, and schema versioning depending
on the database system support for these concepts.

4 Related Research

A comprehensive survey [ | 2] of all previously proposed temporally extended ER mod-
els, and models published after late 1998 [, 18, 20] have been studied. The study of
these models pointed to varying limitations in the existing models, motivating the devel-
opment of a new temporal ER model that attempted to build maximally on the insights
accumulated in the existing models.

More specifically, the existing temporal ER models represent quite diverse
approaches to capturing temporal aspects of data at the conceptual level, and it is our
contention that the models, to varying degrees, have succeeded in more elegantly cap-
turing the temporal aspects of data than does the ER model. However, evaluating the
existing models against a list of desirable properties [ | 3] reveals that no single model
satisfies all properties, but that the models collectively cover the design space well.

As mentioned in the introduction, a common characteristic for the existing tem-
porally extended ER models is that few or no specific requirements to the models are
given by their designers. In contrast, we have based the design of the TIMEERplus
model on the design goals presented in Sect. 2, some of which are based on ontologi-
cal considerations, and some of which are derived from previously presented properties
[13].

One approach to developing a temporal extension is to give the existing ER con-
structs new temporal semantics. This approach has been followed in several models
[7, 9, 19], and it has its strong points. But there are also weaknesses. The main weak-
ness is the lack of upward compatibility, and for this reason we have not chosen this
approach for TIMEERplus.
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Another approach is to retain the existing ER constructs with their usual semantics
and introduce new temporal constructs that provide temporal support. This can be done
by offering new modeling constructs with either implicit temporal support [1, 17, 18,

—22,27, 28, 30] or explicit temporal support [ 1 0]. Since the latter type of support still
leads to cluttered diagrams, although to a lesser degree than in the ER model, we have
chosen to add new temporal constructs with implicit temporal support.

The ideal temporal ER model is easy to understand in terms of the ER model; does
not invalidate legacy diagrams and database applications; and does not restrict databases
to be temporal, but rather permits the designer to mix temporal and non-temporal parts.
We believe that the TIMEERplus model has these properties.

The concept of snapshot reducibility applies to attributes as well as the various con-
straints that may be defined on relationship types, including those on superclass/subclass
hierarchies. Satisfying reducibility is very important because this provides a uniform
and natural generalization of standard, snapshot ER modeling constructs to temporal
counterparts.

Although we have seen that this requirement never previously has been applied ex-
plicitly to an ER model, aspects of existing temporal ER models turn out to be snapshot
reducible. Only three temporal ER models have snapshot reducible relationship con-
straints [ 18, 27, 30], while most models have snapshot reducible attributes [7, 9, 10, 17—

, 22, 30], This latter property of the various models follows implicitly from how
the temporal attributes are defined as shorthands for patterns made up of conventional
constructs, from the properties of the models’ mapping algorithms, from explicitly for-
mulated semantics for the attributes, or from the attributes being defined in terms of
snapshot reducible temporal relationships types.

The TIMEERplus model provides snapshot reducible attribute types as well as rela-
tionship constraints. Lifespan participation constraints do not have non-temporal coun-
terparts to reduce to.

All but two of the existing temporal ER models support valid time only. We believe
that the support for transaction time is just as important, and TIMEERplus supports
both time aspects. Support for lifespans is also included, which is only provided by
a subset of the existing temporal ER models [7, 9, 17, 19, 28, 30]. Only two models
support time sequence attributes [20, 22]. The TIMEERplus model is the only model
that supports observation- and update pattern relationships and schema changes.

S Summary

Temporal aspects are prevalent in most real-world database applications, but they are
also difficult to capture elegantly using the ER model. In an attempt to alleviate this
problem, this paper presents a temporally extended ER model capable of more elegantly
and naturally capturing temporal aspects of data.

The TIMEERplus model systematically extends the EER model [¢] with new, en-
hanced modeling constructs with implicit temporal support. The new constructs provide
built-in support for capturing lifespans of entities and relationships and provides built-in
support for capturing valid times for attributes and relationships. And the model pro-
vides built-in support for capturing the transaction times for all modeling constructs.
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The temporal aspects of the modeling constructs are captured using either instants or
temporal elements, and support for multiple granularities is included. The database de-
signer may, or may not, use the new temporal constructs, and the resulting model is up-
ward compatible with respect to the EER model. Furthermore, the TIMEERplus model
offers enhanced modeling construct for modeling time sequenced attributes, update pat-
tern relationships, observation pattern relationships, and notation for describing changes
to the database schema.
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Abstract. The need for accessing independently developed database
systems using a unified or multiple global view(s) has been well recog-
nised. This paper addresses the problem of redundancy of object retrieval
in a multidatabase setting. We present the materialisation rules we have
used for supporting data integration in a heterogeneous database envi-
ronment. The materialisation rules are capable of directing the global
query processor to combine data from different databases. Also, these
rules are able to reconcile database heterogeneity that may be found due
to independent database design.

1 Introduction

Database integration frequently involves combining information about the same
object from different sources. This information could be replicated a number
of times in these sources. Correlating data from different databases about the
same object is redundant and time expensive; therefore a technique to eliminate
redundancy and to reduce retrieval time is needed. Moreover, objects from dif-
ferent local databases are likely to be heterogeneous and this heterogeneity must
be reconciled when data is aggregated and represented to the global users. In our
research [1—3] we propose that interoperability between a set of heterogeneous
databases is best achieved by building several tailored global views to fully meet
user requirements and this allows local conflicts to be resolved in various ways
(Fig. 1). Local database schemas are first translated into corresponding compo-
nent schemas presented in a canonical data model [/, 5] which is compliant with
the ODMG standard. Multiple views can support multiple semantics via cus-
tomisability, in that users can define several views over the same local databases
reflecting different needs. The views are defined in terms of virtual classes and
materialisation rules [2, 6]. Virtual classes define the conceptual schema of each
global view. A virtual class is created by integrating a number of related local
classes in the local databases. This is achieved by applying one or more opera-
tors (union, merge, intersection) from our operator integration language [3]. The
materialisation rules act as a proxy [7, 8] and they are semantically rich as they
are responsible for: first, reconciling schema differences between entities which
are the components of virtual classes; second, mapping the global queries into
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Fig. 1. Multiple Views for interoperability between a set of heterogeneous databases

local queries that are able to retrieve relevant data from the corresponding local
classes in component databases. In other words the materialisation rules provide
1: N mapping of global objects to objects in local databases [9].

A fundamental issue here concerns the problem of retrieving the instances of
the generated virtual classes (derived instances) from their corresponding local
ones. Derived instances of a virtual class typically represent a combination of one
or more real instances (actual stored values in local databases). In particular, the
value of an attribute of a derived instance may be obtained as a result of com-
bining values from attributes of several real instances. A derived instance (global
object) differs from a real instance (local object) because a derived instance may
represent an assortment of values that do not actually appear together as an
instance in any local database.

In this paper, we present the materialisation rules we use to support the
retrieval of global objects in global views. These rules are capable of combin-
ing information about the same object without redundancy. They are also able
to reconcile any semantic heterogeneity that may be found due to independent
local database design. In section 2, we present the general syntax of our ma-
terialisation rules. In section 3, we discuss our observations on the problem of
matching objects in different local databases. Section 4 provides a sample case
for integrating two local classes and represents the materialisation rules for this
sample case. Section 5 presents our conclusion and future work.

2 The Materialisation Rules Syntax

The rules we are using have a familiar production rule syntax [10] of the form:

Rule <name> on retrieve to <virtual class properties>,
do instead: retrieve <local corresponding properties>
where <condition> // the condition under which the rule is executed.
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Each rule is given a unique rule-name, which is used by the global query processor
and also to remove the rule by name when it is no longer needed. The keyword
instead indicates that the rule directs the global query processor to retrieve data
that corresponds to local corresponding properties. At the time of accessing
a global object, the do instead part of the corresponding materialisation rule
specifies the corresponding global object properties in local objects. If a certain
global object property doesn’t have a corresponding local property in a certain
object, a NOT APPLICABLE value should be assigned to the corresponding do
instead rule element. The < condition > reflects different global object extensions
which are recognised based on a user defined function which in turn is able to
recognise different local object extensions based on the Object Identifier (OID).

3 Observations on Global Object Identification

A fundamental issue in integrating information from heterogeneous distributed
databases is the problem of object matching, that is, determining when object
representations in different databases refer to the same real world object [11].
Most previous approaches to creating virtual integrated views have assumed that
for each type of object (in the real world) there is some form of possible derived
universal virtual key [12-11] that can be used to identify different representations
of the same real world object (i.e. one approach is to use common attributes in
each class and those attributes virtually represent Object IDentifiers (OIDs)).
We define a ‘g=’ function' that compares two objects by using their virtual
OIDs and determines whether two local objects are equivalent. This function is
essential for materialisation rules, as different rules are generated for different
types of local objects. The definition of this function is left to the user as it
is difficult if not impossible to automate. For example, the user could assume
that the combination of (first name, surname, date of birth) represent the OID
of graduate students in dbl GradStudent and the the combination of (f name,
family name, birthdate) represent the OID of employees in in db2 Employee
(see the example next). In this case the ‘g=’ function is a simple equivalent
function that compares the values of corresponding attributes (i.e. first name
and f name, surname and family name, date of birth and birthdate). If the result
of the comparison is true this means the two comparable OIDs and ultimately
both objects represents the same real world object.

4 Case Example

We describe the materialisation rules by using a sample integration for schemas
presented in Fig. 2. The first schema (DB1) defines information for a graduate
student database, while the second schema (DB2) defines information for an
employee database. For simplicity, we limit the information to one class per

! Note how the ‘g=’ function in the case example affects the retrieving of instances
and how the rules are directed to the local properties
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schema but the materialisation rule syntax can be applied to any number of
classes as the integration process is done using the binary integration strategy [7,

]. Also, we include various types of heterogeneity [16, 17] in both databases to
explain how the materialisation rules are capable of reconciling this heterogeneity
at the global level. For example, we consider the following conflicts:

— Naming conflict (first name in DB1 versus f name in DB2).

— Domain conflict (the domain of first name in DB1 is a set of strings reflecting
multiple first names versus a string for the domain of f name in DB2).

— Domain conflict (the domain of live in DB1 is a set of addresses reflecting
the fact that the student could have more than one address (term address
and vacation address) while the domain of live in DB2 is address).

— Present - Absent conflict (course in DB1 and position in DB2).

— Semantic conflict (salary in DBI is represented in Euros while salary in DB2
is represented in Sterling).

DB1 DB2
GradStudent Employee
first_name: set(string) f_name: string
surname: string family_name: string
date_of_birth: date birthdate: date
course: string position: string
live: set(address) live: address
salary: float salary: float
é é @ . . . Instances

Fig. 2. Two local classes to be integrated by using the Union operator

The extensions (instances) of local classes are represented as ovals in Fig. 2.
Grey ovals represent extensions that may belong to GradStudent and Employee
classes. The integrator can use one of the integration operators (union, merge,
intersection, etc) to integrate the classes in the local databases [3]. For example,
if a global user is interested in information about all part time workers in both
databases (assuming that some students work part-time while they are study-
ing), the integrator should use the Union operator. This operator integrates two
equivalent local classes cl, c2 by generating a common superclass Ge with two
subclasses Gel, Ge2. The Ge class’s properties are the set of properties that be-
long to the intersection of the local classes’s properties. The extension of the Gc
class is the combination of the extents of the two local classes. The set of prop-
erties that belong to both classes is upward-inherited by the generated global
superclass Ge [18, 19].
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The result of applying Union on Employee and GradStudent (Fig. 3) is
three global classes: G PartTime Emp, G Employee and G GradStudent, where
G PartTime Emp is the common superclass for both Employee and GradStu-
dent. The properties of G PartTime Emp are the intersection of the local class
properties, namely {first name, surname, date of birth, live, salary}?. The prop-
erties of subclass G GradStudent are (course and all inherited properties from
G PartTime Emp). The properties of subclass G Employee are (position and all
inherited properties from G PartTime Emp). We can differentiate three types of
extensions (all ovals in Fig. 3) which reflect the real world objects at the global
level. Therefore each global class needs at most three types of materialisation
rules. We describe the materialisation rules generated for each global class as
follows:

Global DB
G_PartTime_Emp

first_name: set(string)
surname:string

date_of _birth: date

- live: set(address)
@- Instances salary: float

— = Generalisation

Global DB ; . Global DB
G_GradStudent | / G_Employee
course: string position: string

Three global classes are generated and added to the global view

by using Union(GradStudent,Employee)

Fig. 3. An Example of integrating two local classes using Union operator

4.1 Materialisation Rules for G PartTime Emp

The extension of G PartTime Emp is the union of the local class extents (all
ovals in Fig. 3), thus G PartTime Emp needs three materialisation rules:

2 We assume that semantic heterogeneity has been detected and solved and the in-
tegrator prefers the representation of DB1 at the global level (e.g. first name vs
f name, salary is represented in Euros)
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— The first rule is responsible for retrieving data for instances that belong to
GradStudent and do not belong to Employee (hashed ovals in Fig. 3). The
rule retrieves these instances from GradStudent instances:

Define rulel view_G_PartTime_Emp_rulel on retrieve to
view_G_PartTime_Emp.first_name, view_G_PartTime_Emp.surname,
view_G_PartTime_Emp.date_of_birth, view_G_PartTime_Emp.live,
view_G_PartTime_Emp.salary

do instead retrieve

dbl_GradStudent.first_name, dbl_GradStudent.surname,
dbl_GradStudent.date_of_birth, dbl_GradStudent.live,
dbl_GradStudent.salary

where current.0ID = dbl_GradStudent.0ID &

not (dbl_GradStudent.0ID =g db2_Employee.0ID)

— The second rule is responsible for retrieving data for instances that belong
to Employee but do not belong to GradStudent (black ovals in Fig. 3). It
retrieves these instances from Employee instances:

Define rule2 view_G_PartTime_Emp_rule2 on retrieve to
view_G_PartTime_Emp.first_name, view_G_PartTime_Emp.surname,
view_G_PartTime_Emp.date_of_birth, view_G_PartTime_Emp.live,
view_G_PartTime_Emp.salary

do instead retrieve

db2_Employee.f_name, db2_Employee.family_name,
db2_Employee.birthdate, db2_Employee.live,
SterlingToEuro(db2_Employee.salary)

where current.0ID = db2_Employee.0ID &

not (dbl_GradStudent.0ID =g db2_Employee.0ID)

As this rule retrieves instances that belong to Employee the do instead part
of the rule replaces the global attribute names with the ones that correspond
to the Employee attribute names (f name, family name, birthdate). This will
solve the naming conflict mentioned earlier. The rule also replaces the global
attribute live with the attribute live of Employee. This is to make sure that
the domain of live is set(address) when global instances correspond to the
Employee instances. SterlingToEuro is a function that converts the salary
from Sterling to Euros and its code is normally defined by the integrator.
This function shows how the materialisation rules are capable of reconcil-
ing semantic heterogeneity that may be found during the integration process.

— The third rule is responsible for retrieving data for the intersecting extents
(grey ovals in Fig. 3). It basically retrieves the data from GradStudent or Em-
ployee or both of them. Note that this is a special case where instances belong
to both local classes. This occurs when a person is registered as a GradStu-
dent in DB1 and an Employee in DB2. Thus when the G Employee object
and G GradStudent object represent the same real world object (i.e. if they
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have the same name), our materialisation rule attached to G PartTime Emp
retrieves the data of this type of instance from either one or both local classes:

Define rule3 view_G_PartTime_Emp_rule3 on retrieve to
view_G_PartTime_Emp.first_name, view_G_PartTime_Emp.surname,
view_G_PartTime_Emp.date_of_birth, view_G_PartTime_Emp.live,
view_G_ PartTime_Emp.salary

do instead retrieve

dbl_GradStudent.first_name, dbl_GradStudent.surname,
dbl_GradStudent.date_of_birth, dbl_GradStudent.live,
Function(dbl_GradStudent.salary,db2_Employee.salary)

where dbl_GradStudent.0ID =g db2_Employee.0ID

This third rule is defined to retrieve the information of intersection objects
from DBI as the definition of GradStudent structure is semantically richer
than Employee (first name attribute has a set of string domain and live
attribute has a set of address domain). The salary is retrieved by applying
a function on both local salaries (dbl GradStudent.salary, db2 Employee.
salary). This function could be defined to: either combine both salaries if a
person works part-time in two different places so the global salary of this
person must be accumulated and represented to the global user as one salary;
or preferably to retrieve one of them (in this case it is better to retrieve salary
from DBI as this saves the global query processor time). The function may
also convert salaries to Euro representation.

4.2 Materialisation Rules for G GradStudent

G GradStudent is defined as a subclass of G PartTime Emp, therefore it inher-
its all its attributes. To retrieve course information for G GradStudent three
materialisation rules are needed:

— The first rule is responsible for retrieving data (course information) for in-

stances that belong to GradStudent and do not belong to Employee (hashed
ovals in Fig. 3). The rule retrieves these instances from GradStudent in-
stances:

Define rulel view_G_GradStudent on retrieve to
view_G_GradStudent.course

do instead retrieve

dbl_GradStudent.course

where current.0ID = dbl_GradStudent.0ID &

not (dbl_GradStudent.0ID =g db2_Employee.0ID)

The second rule is responsible for retrieving data (course information) for
instances that belong to Employee but do not belong to GradStudent (black
ovals in Fig. 3). As Employee doesn’t provide course information a not appli-
cable value is assigned to inform the query processor that it is not possible
to retrieve course information from the Employee class. The rule has the
following syntax:
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Define rule2 view_G_GradStudent on retrieve to
view_G_GradStudent.course

do instead retrieve

not_applicable

where current.0ID = db2_Employee.O0ID &

not (dbl_GradStudent.0ID =g db2_Employee.0ID)

— The third rule is responsible for retrieving data (course information) for
intersecting extents (grey ovals in Fig. 3). It basically retrieves this data
from GradStudent as Employee doesn’t provide course information:

Define rule3d view_G_GradStudent on retrieve to
view_G_GradStudent.course

do instead retrieve

dbl_GradStudent.course

where dbl_GradStudent.0ID =g db2_Employee.0ID

4.3 Materialisation Rules for G Employee

G Employee is defined as a subclass of G PartTime Emp therefore it inherits all
its attributes. To retrieve position information for G Employee three materiali-
sation rules are needed:

— The first rule is responsible for retrieving data (position information) for
instances that belong to Employee and do not belong to GradStudent (black
ovals in Fig. 3). The rule retrieves these instances from Employee instances:

Define rulel view_G_Employee on retrieve to
view_G_Employee.position

do instead retrieve

dbl_Employee.position

where current.0ID = db2_Employee.0ID &

not (db2_Employee.0ID =g dbl_GradStudent.0ID)

— The second rule is responsible for retrieving data (position information) for
instances that belong to GradStudent but do not belong to Employee (hashed
ovals in Fig. 3). As GradStudent doesn’t provide position information a not
applicable value is assigned to inform the query processor that it is not
possible to retrieve position information from the GradStudent class. The
rule has the following syntax:

Define rule2 view_G_Employee on retrieve to
view_G_Employee.position

do instead retrieve

not_applicable

where current.0ID = dbl_GradStudent.0ID &
not (dbl_GradStudent.0ID =g db2_Employee.0ID)
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— The third rule is responsible for retrieving data (position information) for
intersecting extents (grey ovals in Fig. 3). It basically retrieves this data from
Employee as GradStudent doesn’t provide position information:

Define rule3 view_G_Employee on retrieve to
view_G_Employee.position

do instead retrieve

db2_Employee.position

where dbl_GradStudent.0ID =g db2_Employee.0ID

5 Conclusion and Future Work

This paper is concerned with correlating data from different databases. We de-
scribed the materialisation rules we use to support global views that are used to
achieve interoperability between a set of heterogeneous databases. These rules
are able to map queries against global concepts into queries against local ones.
The rules eliminate redundancy when different databases contain data about
the same object. Also, we showed how the materialisation rules are capable of
solving local semantic heterogeneities when data is retrieved and represented
at the global level. The example presented in this paper shows the materialisa-
tion rules for integrating two equivalent classes. The same concept apply when
we integrate two classes that have different types of relationship (overlap, in-
clusion, or semantically not related). The current materialisation rules support
data retrieval only. We are now investigating the possibility of enhancing the
materialisation rules to support update and delete at the global level.
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Abstract. This paper is concerned with the problem of answering queries us-
ing views in the presence of functional dependencies. Previous algorithms for
answering queries using views, such as the MiniCon algorithm, have not taken
into account the presence of functional dependencies. As a consequence, these
algorithms may miss query rewritings in the presence of such dependencies. In
this paper, we present an extension of the MiniCon algorithm to handle the pres-
ence of functional dependencies while still retaining the main properties of the
algorithm and its computational advantage over the other algorithms.

1 Introduction

Data integration from multiple disparate data sources over the Internet has recently
attracted a lot of attention in both the database and AI communities [/—4]. Data in-
tegration deals with pre-existing and autonomous data sources that have been created
independently. It aims to provide a uniform interface to the underlying data sources,
which allows users to make queries using the interface in terms of a mediated schema
rather than interacting directly with the relevant sources using their individual schemas
and combining the data from them. One main stage of data integration is query refor-
mulation in which a user query over the mediated schema is reformulated into queries
over the data-source schemas. A typical approach to query reformulation is called lo-
cal as view, in which data sources are described by views over the mediated schema.
The objective of query reformulation in this approach is to reformulate the user query
using the given views (data source descriptions). The problem of query reformulation
using the local-as-view approach is closely related to the broader problem of answering
queries using views.

In this paper, we consider the problem of answering conjunctive queries using a
large set of conjunctive views in the presence of functional dependencies. In the con-
text of data integration, a number of algorithms, such as the MiniCon algorithm [5],
have been developed for query reformulation. However, the presence of functional de-
pendencies in the mediated schema has not been taken into account in these algorithms.
As a consequence, these algorithms may miss query rewritings in the presence of such
dependencies.

Example 1. Consider the following mediated schema that is used throughout this paper:
student(S, P,Y), taught(P, D), and program(P, C). The student relation describes
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the degree program P a student S takes and the year Y the student is in. The taught
relation shows the department D in which a degree program P is taught. The program
relation states the program code C of a degree program P. In the mediated schema, we
also assume that a student takes only one degree program and is in a specific year, a
degree program is taught in only one department, and a degree program has a unique
program code. We therefore have the following functional dependencies in the mediated
schema: student : S — P, S — Y; taught : P — D; program : P — C.

Suppose we have three data sources described by three views:
v1 (S, Y, D) :- student(S’, P',Y"), taught(P', D’).
va(S’, P') :- student(S’, P',Y").
v3(P’,C") :- program(P’,C").

v1, v2 and v3 provide data showing the year and department a student is in, the
degree program a student takes, and the program code of a degree program, respectively.

Assume that a user asks which degree program a student takes and in which year the
student is: ¢(S, P,Y') :- student(S, P,Y"). The following is a correct rewriting of the
query: ¢’ (S, P, Y") :-v1(S", Y, D), v2(S’, P’). The rewriting is correct only because
the functional dependencies S — P and S — Y hold in the mediated schema.
Example 2. Suppose that a user asks in which department the degree program cs401 is
taught: ¢(D) :- taught(P, D), program(P,C'), C' = ¢s401. The following is a correct
rewriting of the query:

¢ (D) :-v1(S,Y', D), va(S', P"), v3(P’,C"), C" = ¢s401.

The rewriting is correct only because the functional dependencies, S — P and P — D,
hold in the mediated schema. In particular, we have the transitive functional depen-
dency, S — D.

The previous algorithms for answering queries using views, such as the MiniCon
algorithm, however fail to generate the above two rewritings since they do not take into
account the presence of functional dependencies in the mediated schema. In this paper,
we present an extension of the MiniCon algorithm for answering queries using views
in the presence of functional dependencies. The extended MiniCon algorithm retains
the main properties of the MiniCon algorithm and its computational advantage over the
other algorithms. The paper is organised as follows. Section 2 describes the notation
used in the paper and formally defines the problem. Section 3 gives a brief review of
the MiniCon algorithm. Section 4 describes our extension of the MiniCon algorithm.
Section 5 briefly discusses related work. We finally conclude in Section 6.

2 Preliminaries

Definition 1. (Mediated Schema, Query and View) A mediated schema consists of
a set of database relations over which user queries can be made and views describing
data sources can be defined. A query is a conjunctive query of the form:
q(X) - r1(X1)ees 7 (X0)

over the mediated schema, where X, X 1,..., X, are tuples containing either variables or
constants and X C X1U...UX,. The variables in X are the distinguished variables of
the query and all the other variables are existential variables. A view is a named query
describing a data source.
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Definition 2. (Query Containment and Equivalence) A query Q1 is contained in a
query Q2, denoted by Q1 T Q, if for any database instance D, the answer of evalu-
ating Q1 over D, Q1(D), is a subset of the answer of evaluating Q2 over D, Q2(D),
that is Q1(D) C Q2(D). Q1 is equivalent to Qo, denoted by Q1 = Q2, if Q1 C Q2
and Q2 € Q1.

Definition 3. (Contained Rewriting and Equivalent Rewriting) Let ) be a query
over a mediated schema, V = Vi,...,V,, be a set of views over the same mediated
schema, and L be a query language. The query Q' in L using V is a contained rewriting

of Q if Q' (V) C Q, and an equivalent rewriting of Q if Q' (V) = Q.

In the context of data integration, since data sources are often pre-existing and au-
tonomous and have been created independently, it is often not possible for us to gener-
ate an equivalent rewriting of a user query. Instead we want to be able to generate the
maximally-contained rewriting that provides all the possible answers from a given set
of data sources.

Definition 4 (Maximally-Contained Rewriting). Let ) be a query over a mediated
schema, V = Vi, ..., V,, be a set of views over the same mediated schema, and L be a
query language. The query Q' in L using V is a maximally-contained rewriting of Q if
(1) Q' (V) C Q, and (2) there is no query Q" in L using V that is not equivalent to @',
such thar Q'(V) C Q" (V) C Q.

Definition 5 (Functional Dependencies). A functional dependency r : a1, ...,a, — b
in the mediated schema, where ay, ..., a,, and b refer to attributes in the relation r, states
that for every two tuples t and w in r if t.a; = u.a; fori =1,...,n, then t.b = u.b.

In the presence of functional dependencies in the mediated schema, query contain-
ment, query equivalence, contained rewritings, equivalent rewritings, and maximally-
contained rewritings can be defined accordingly, taking into account the presence of
such dependencies. For simplicity of the paper, we do not introduce any new nota-
tion to denote these. But whenever we talk about contained rewritings and maximally-
contained rewritings, we always make it clear whether the presence of functional de-
pendencies in the mediated schema has been taken into account.

The Problem: Given a conjunctive query () over the mediated schema with a set of
functional dependencies F, and a set of conjunctive views V = Vi, ..., V,, also over
the mediated schema describing a set of data sources S = S, ..., S,, the problem of
answering conjunctive queries using conjunctive views in the presence of functional
dependencies is to generate every conjunctive query Q' over V), which is a contained
rewriting of () in the presence of F such that the union of all the contained rewritings
of ) is a maximally-contained rewriting of () using V in the presence of F.

3 The MiniCon Algorithm

The MiniCon algorithm [5] is one of the algorithms for answering queries using views
developed in the context of data integration. It generates all the contained rewritings of
a given query, ), whose union forms a maximally-contained rewriting of ). In order to
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do this, it first finds every view that covers a minimal set of subgoals in @ as required
and then combines every set of selected views that covers pair-wise disjoint subsets
of subgoals in () to generate a conjunctive rewriting that is contained in (). Given a
mapping 7 from Vars(Q) to Vars(V'), where Vars(Q) and Vars(V') denote the sets
of variables in a query @) and a view V respectively, a view subgoal ¢’ is said to cover
a query subgoal g if 7(g) = ¢'.

To find a view that covers a minimal set of subgoals in () as required, the MiniCon
algorithm first finds a view V containing a subgoal ¢’ that a subgoal ¢ in Q can be
mapped to by a partial mapping from g to ¢’. A partial mapping from g to ¢’ can be
found by finding a unifier 6 from g to ¢’, i.e., 0 is a variable mapping from g to g’ such
that 6(g) = 6(¢’). In the meanwhile, the unifier 6 also needs to meet the requirement
that the distinguished query variables in the query subgoal g are mapped to the distin-
guished view variables in the view subgoal ¢’. Once it finds the partial mapping, it then
considers the joins between the view 1 and some of the other subgoals in ) and finds
out whether any of the other subgoals in () need to be mapped to subgoals in V, given
that g will be mapped to ¢’. If so the minimal set of such subgoals is obtained. The re-
quirement for including any of the other query subgoals in the minimal set of subgoals
in () that need to be mapped to subgoals in V is that if any existential query variable in
the query subgoal g is part of a join predicate between g and the other query subgoal,
and it has not been mapped to a distinguished view variable.

The minimal set of subgoals in ) and the corresponding mapping information are
contained in a so called MiniCon Description (MCD). If it turns out that a view V' does
not cover the minimal set of subgoals in () as required, no MCD will be generated for
Q@ over V. The MCD for @) over V ensures that V' covers the minimal set of subgoals
in () that need to be mapped to subgoals in V' so that V' can be used in a non-redundant
rewriting of the corresponding subgoals in ). Therefore, the MiniCon algorithm deals
with combinations of relevant views, each covering a set of subgoals in (), as candidate
rewritings. In the second phase, the MCDs that cover pair-wise disjoint sets of subgoals
in () are combined to generate the rewritings.

The MiniCon algorithm, in particular, considers a mapping from a query to a spe-
cialization of a view if no mapping from the query to the view itself exists, where some
of the distinguished variables in the view may have been equated. Every MCD has an
associated head homomorphism. A head homomorphism % on a view V' is a mapping
from Vars(V') to Vars(V') that is identity on the existential variables, but may equate
distinguished variables. A head homomorphism on a view maps it to one of its special-
1sations.

Definition 6 (MiniCon Descriptions). A MCD C for a query Q over a view V is a
tuple of the form
(he, V(Y)e, e, Ge)

where:

— hc¢ is a head homomorphism on 'V,
- V(Y)¢ is the result of applying h¢ to the head of V, i.e., Y = hc(A), where A
are the head variables of 'V,
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- @c is a partial mapping from Vars(Q) to he(Vars(V)),
— G is a subset of the subgoals in QQ which are covered by some subgoals in V(Y )¢
using the mapping oc.

In the above definition, ¢ is a mapping from a set of variables in () to a set of
specialized variables in ho (V') obtained by applying the head homomorphism h¢ to
the original set of variables in V. G¢ is the minimal set of subgoals of () that are
covered by he (V) as required, given ¢c.

Property 1 below specifies the exact conditions that need to be satisfied when decid-
ing whether an MCD can be used in a non-redundant rewriting of the query and which
query subgoals should be included in G¢. The MiniCon algorithm considers only those
MCDs in which h¢ is the least restrictive head homomorphism necessary in order to
unify the minimal set of subgoals in the query with subgoals in a view.

Property 1. Let C' be an MCD for a query () over a view V. Then C can only be used
in a non-redundant rewriting of () if the following conditions hold:

C1: For each distinguished variable X of () which is in the domain of ¢, pc(X)
is a distinguished variable in Ao (V).

C2: If pc(X) is an existential variable in ho(V), then for every g, subgoal of Q,
that includes X (1) all the variables in g are in the domain of ¢, and (2) vc(g) €
ha(V).

Clause C1 makes sure that every distinguished query variable in the query is substi-
tuted by a distinguished view variable in a view that is used in a rewriting of the query.
Clause C2 guarantees that if a query variable X is part of a join predicate in the query,
which is not enforced by the view, then ¢ (X ) must be a distinguished view variable
so the join predicate can be applied in the rewriting.

Property 2 below states the conditions that need to be satisfied when the MiniCon
algorithm combines MCDs to generate non-redundant rewritings of a query so that only
the MCDs that cover pair-wise disjoint subsets of subgoals of the query are combined.

Property 2. Given a query g, a set of views V), and the set of MCDs C for g over V, the
only combinations of MCDs that can result in non-redundant rewriting of g are of the
form C4,...,C}, where

DI1.G¢, U...UGg, = Subgoals(q), and

D2. forevery i # j, Go, N Ge, = 0.

Example 3. Suppose we have the same mediated schema as in Example 1 and 2, and
the following set of data sources:

va(S’, P') : —student(S’, P',Y").

va (S, Y") : —student(S’, P',Y").

vs(P', D) : —taught(P', D").

v(S', D) : —student(S’, P',Y"), taught(P', D").
Consider the following query: ¢(S, D) : —student(S, P,Y), taught(P, D).
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The MiniCon algorithm creates the following MCDs':

V(Y)e vc Ge
va(S,P) S— S 1
P — P
Y =Y
vs(P',D'") P— P 2
D— D
ve(S',D') S — S 1,2
P— P
Y —-Y’
D — D

Combining the above MCDs, the MiniCon algorithm generates the following two
rewritings only:

¢1(S’, D) : —va(S’, P),v5(P', D).

q3(S’, D) : —ve(S’, D).

4 Extending the MiniCon Algorithm

The MiniCon algorithm does not take into account the presence of functional depen-
dencies in the mediated schema. As we indicated in Section 1, it sometimes misses
query rewritings in the presence of such dependencies. In this section, we describe how
the MiniCon algorithm can be extended to take into account the presence of functional
dependencies and solve the problem of missing query rewritings.

Continue with the examples given in Section 1. In Example 1, we have the query:
q(S,PY) : —student(S, P,Y).

We also have the following three data sources:

v (S, Y, D) : —student(S’, P, Y'), taught(P’, D").
va(S’, P') : —student(S’, P',Y").
v3(P’',C") : —program(P’,C").

The MiniCon algorithm, however, cannot generate the following rewriting:
q (S, PY") : —v1(S,Y', D), va (S, P').

Though we can have a partial mapping so that the only subgoal in ¢ can be covered
by the student subgoal in v;. It is easy to see that not all the distinguished variables
in the query subgoal can be mapped to the distinguished variables in v;. So Clause
C1 of Property 1 is violated. No MCD for g over v; can be used in a non-redundant
rewriting of g. However, we can construct a joint view vq o of v; and vy that has all
the distinguished variables in either v; or vg as its distinguished variables, and all the
subgoals in either v; or vs as its subgoals. The joint view provides all the distinguished
variables that the distinguished variables in the query subgoal can be mapped to. We can
therefore have an MCD for ¢ over vy 2 covering the only subgoal in ¢, which satisfies
Clause C1 of Property 1 and can be used to generate a non-redundant rewriting of q.
Furthermore, when the functional dependencies S’ — P’ and S’ — Y hold in the
mediated schema, the joint view vy 2 is equivalent to the join of v and v, because the

! These are simplified MCDs in which the head homomorphisms on the views are omitted,
where each homomorphism simply maps a view variable to itself
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join is a lossless-join decomposition of v; 2. The join of v; and v, can then be used to
rewrite v; 5 in the rewriting to get ¢'.

In Example 2, we have the query:

q(D) : —taught(P, D), program(P,C),C = ¢s401.

The MiniCon algorithm again fails to generate the following rewriting:
¢ (D) : —v1(S, D),vs(S, P),vs3(P,C),C = cs401.

First of all, we can have a partial mapping so that the taught subgoal in ¢ is covered
by the taught subgoal in v; and the only distinguished variable in the query subgoal
can be mapped to a distinguished variable in v;. So Clause C1 of Property 1 is satisfied.
However, the existential variable P in the taught subgoal in ¢ is in the join predicate
with the program subgoal in ¢. But the join predicate has not been enforced in v;, and
the P variable in v;, which the P variable in ¢ is mapped to, is not a distinguished
variable in v; either. So Clause C2 of Property 1 is violated. No MCD for g over vy, can
be used in a non-redundant rewriting of q.

Again we can use the joint view vq 2 of v1 and v9, in which the P variable is a
distinguished variable. We can therefore have an MCD for g over vy 2 covering the
taught subgoal in g, which satisfies both Clause C1 and C2 of Property 1 and can be
used in a non-redundant rewriting of g. It is easy to see that another MCD for g over vs
covering the program subgoal in ¢ can also be used in a non-redundant rewriting of q.
The rewriting ¢’ of ¢ can be generated by first combining both MCDs for g over v 2
and v3 respectively. Furthermore, the joint view v o is equivalent to the join of vy and
vg only when functional dependencies S — P’, P’ — D’ and S’ — D’ hold in the
mediated schema. Note that the third functional dependency is a transitive functional
dependency which can be derived from the first two functional dependencies. So the
join of vy and vy can be used to rewrite v1 2 in the generated rewriting to get ¢’

In the above examples, what we have revealed is the following. Though we can have
a partial mapping so that a subgoal in a query ¢ can be covered by a subgoal in a view v,
no MCD for q over v; can be used in a non-redundant rewriting of ¢ because one of the
clauses of Property 1 is violated. However, in the presence of functional dependencies
in the mediated schema, it may be possible to create a joint view v1 o of v; and another
view vg, over which no MCD for ¢ can be used in a non-redundant rewriting of ¢ either,
so that (1) the MCD for g over v » satisfies both clauses of Property 1 and therefore
can be used in a non-redundant rewriting of g¢; (2) the joint view vy o is equivalent to
the join of v; and vy, which can then be used to rewrite vy 2.

In Section 4.1, we describe how to form an MCD for a query () over a joint view,
which can be used in a non-redundant rewriting of (). In Section 4.2, we describe how to
combine MCDs over either single or joint views to generate the conjunctive rewritings
of a query. Our extension of the MiniCon algorithm retains the main properties of the
MiniCon algorithm and its computational advantage over the other algorithms.

4.1 Forming MCDs over Joint Views
We first formally define the joint view.

Definition 7. Given a set of views v1(X1), v2(X2), ..., and v, (X,,), their joint view,
v12,...n(X), is formed by having all the distinguished variables in the given views as
its distinguished variables and all the subgoals in the given views as its subgoals.
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When forming the joint view from the given views, we make sure that the subgoals
in different views with the same predicate are unified to get a single subgoal. As a result,
some variables in different views may be mapped to a representative variable in the joint
view, where we choose a distinguished variable as the representative variable whenever
possible. In Examples 1 and 2, we have the following two views:

v (S, Y, D) : —student(S’, P',Y"), taught(P’, D").

va(S', P’) : —student(S’, P, Y").
and we can form a joint view:

v1,2(8", Y, D', P’) : —student(S’, P',Y"), taught(P’, D').

Note that two student subgoals in v; and v, are unified to get a single student subgoal
in the joint view vy 2, in which the variables S’, Y’, D" and P’ are all distinguished
variables. Proposition 1 below specifies the exact conditions that we need to consider
when we decide whether the join of a set of single views is equivalent to the joint view
of the corresponding views.

Proposition 1. Let v1 2. (X)) be the joint view of views v1(X1), v2(X2), ..., and
vn (X ). Given that there exists a set of variables X1, ..., X,,,, where X1, ..., X,,, € X1,
Xi,.., Xy € Xo, ..., and X4, ..., Xon € Xy, and for any other variable X', where
X' € X, for1 <1 < n, the functional dependency X, ..., X,;, — X' holds in v;(X;),
then v1 2, n(X) is equivalent to the join of v1(X1),v2(X2), ..., and v, (X ), that is,
’U1)27m7n(X) = ’Ul(Xl),Ug(Xg), veey ’Un(Xn)

It is straightforward that in the presence of the corresponding functional dependen-
cies, the join of v1 (X 1), v2(X2), ..., and v, (X,) is a lossless-join decomposition of the
veer U (X ).

In Examples 1 and 2, as functional dependencies S’ — Y’, 8" — D’, and S’ — P’
hold in the mediated schema, we have the following equivalence:

01208, Y, D', P") = v (S, Y, D), va (S, P).

Property 3 below specifies the exact conditions that we need to consider when we decide
which views can be used to form a joint view over which an MCD for a query ¢ can be
used in a non-redundant rewriting of q.

Property 3. Let F be a set of functional dependencies in the mediated schema, g be a
query, v1(X1) be a view containing a subgoal that a subgoal in ¢ can be mapped to but
no MCD for q over v; satisfies both Clause C1 and C2 of Property 1 hence can be used
in a non-redundant rewriting of ¢; Let vy(X32), ..., and v, (X,,) be some other views
over each of which no MCD for ¢ can be used in a non-redundant rewriting of ¢, and
v1,2,...(X) be a joint view of v1(X1), v2(X2), ..., and v, (X,); Let C1 2., be an
MCD for g over vy 2, . n(X). Ci2,.. , can only be used in a non-redundant rewriting
of q if the following conditions hold:

C1: For each distinguished variable X of ¢ which is in the domain of ¢, ,
©C, 5., (X)is a distinguished variable in he, , , (v12,..n)-

C2:If o, , ., (X) is an existential variable in h¢c, , . (v1,2,....n), then for every
g, subgoal of ¢, that includes X, the following conditions must be satisfied: (1) all
the variables in g are in the domain of ¢c,, .. and (2) pc,, . (9) € hco,
(01,2 ..... n)

AAAAA n’
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_____ n(X) =v1(X1),v2(X2), ..., v, (X,,) holds in the presence of functional
dependencies F.

Clause CI1 guarantees that for each distinguished variable X of g, which is in the
domain of pc, , ., ¢cy.. ., (X) is a distinguished variable in he,, , (vi2,..n)-
Clause C2 guarantees that if a variable X of ¢ is part of a join predicate which is not

.....

so the join predicate can be applied in the rewriting. C3 guarantees that vy o, is
equivalent to the join of vy (X1),v2(X2), ..., v,(X,,) that can then be used to rewrite
v1,2,...n. The extended MiniCon algorithm enforces the conditions in Property 3 to
generate only those MCDs that satisfy these conditions and all the MCDs generated are
used to form conjunctive rewritings.

In Example 1, we have the query: ¢(S, P,Y) : —student(S, P,Y). and two views
v1 and vo:

v (S, Y, D) : —student(S’, P, Y"), taught(P’, D").

va(S’, P') : —student(S’, P',Y").
each of which has a subgoal that the student subgoal in ¢ can be mapped to. But
neither of v; and vy actually satisfies Clause C1 of Property 1. However, we can have
the following joint view:

v12(S", Y, D', P') : —student(S’, P',Y"), taught(P’, D").
and a mapping from ¢ to vy o:

0c,,={8—=S,P—-P,Y =Y}

Itis easy to see that every distinguished variable in ¢ has been mapped to a distinguished
variable in vy 2. So Clause C1 of Property 3 is satisfied. Clause C2 does not apply.
We also have functional dependencies: S’ — Y’, S — D’, and S’ — P’ in the
mediated schema. So v is equivalent to the join of v; and v, and Clause C3 is also
satisfied. Now an MCD for g over v; 2 can be used in a non-redundant rewriting of q.
Furthermore, the join of v; and v2 can be used to rewrite vy 2. Therefore, we can have
the following rewriting:

q(S",PY"): —v1(S,Y', D), va (S, P').

In Example 2, we have the query: ¢(D) :- taught(P, D), program(P,C), C = ¢s401.
and the view v; that covers the taught subgoal in ¢ but does not satisfy Clause C2 of
Property 1: v1(S",Y’, D') :- student(S’, P',Y"), taught(P’, D"). Again we can have
the joint view vy 5 vy 2(S",Y’, D', P') :- student(S’, P',Y"), taught(P’', D'). and a
mapping from ¢ to v1 2: pc, , ={P — P, D — D'}

Now the variable P’ in vy 5 is a distinguished view variable. So Clause C2 of Prop-
erty 3 is satisfied. In the presence of functional dependencies S’ — Y”, S — D’ and
S’ — P’ in the mediated schema, Clause C3 of Property 3 is also satisfied. It is easy
to see that another view vs3 covers the program subgoal in ¢ and can also be used in a
non-redundant rewriting of g. Therefore we have the following rewriting:
¢ (D) -v1(S,Y', D), va(S’, P, v3(P',C"), C" = ¢s401.

Given a subgoal in the query, the extended MiniCon algorithm first finds every view
containing a subgoal that the query subgoal can be mapped to and checks whether the
view satisfies Property 1. If so an MCD for the query over the view is created, which
can then be used in a non-redundant rewriting of the query. In this phrase, the extended
MiniCon algorithm is the same as the MiniCon algorithm. Otherwise, if a view can be
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found which contains a subgoal that the query subgoal can be mapped to but the view
does not satisfy either Clause C1 or C2 of Property 1, the algorithm finds other views
to form, together with the given view, a joint view that satisfies Property 3. Clause C1
and C2 of Property 3 are the same as Clause C1 and C2 of Property 1 while Clause
C3 of Property 3 further ensures that the joint view is equivalent to the join of the
corresponding views.

When finding other views, together with the given view, to form a joint view, atten-
tion is paid to those views that can help to satisfy either Clause C1 or C2 of Property 1
which the given view failed to satisfy. We then also make sure that the joint view that
consists of the selected views and the given view satisfies Clause C3 of Property 3. A
joint view formed this way can therefore satisfy Property 3 and an MCD for the query
over the joint view can be created, which can then be used in a non-redundant rewriting
of the query. The joint view is added to the set of existing views.

4.2 Combining MCDs over Either Single or Joint Views

In the secodn phrase, the extended MiniCon algorithm finds valid combinations of
MCDs formed in the first phrase and creates conjunctive rewritings of the query. The
maximally-contained rewriting of the query is a union of conjunctive rewritings.

Property 4 specifies the exact conditions a combination of MCDs must satisfy so
that it can be used to create a conjunctive rewriting of the query. The extended Mini-
Con algorithm enforces the conditions in Property 4 to combine only those MCDs that
satisfy these conditions.

Property 4. Given a query g, a set of views V), a set of functional dependencies F in
the mediated schema, and the set of MCDs C formed by the first phase of the extended
algorithm for ¢ over )V’ that may also contain joint views apart from the single views in
V in the presence of F, the only combinations of MCDs that can result in non-redundant
rewriting of ¢ are of the form C1,...,C}, where

DI1.G¢, U...UGg, = Subgoals(q), and

D2. forevery i # j, G, NG, = 0.

For creating the rewriting ¢’, the extended MiniCon algorithm works the exactly
the same as the second phase of the MiniCon algorithm, simply treating joint views as
single views. In the last step of the extended MiniCon algorithm, it however needs to
replace every joint view in ¢’ with its correct rewriting.

Theorem 1 states the properties of the extended MiniCon algorithm.

Theorem 1. Given a conjunctive query q and a set of conjunctive views V, in the pres-
ence of functional dependencies F in the mediated schema, the extended MiniCon al-
gorithm is sound in the sense that every conjunctive rewriting ¢’ that is generated by the
algorithm is contained in q. In terms of completeness, the algorithm can generate the
union of conjunctive rewritings that is a maximally-contained rewriting of q using V in
the presence of F only if there exists such a maximally-contained rewriting. Sometimes,
such a maximally-contained rewriting may not exist and recursive rewritings may be
necessary in order to obtain a maximally-contained rewriting.
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The proofs of Properties 3 and 4 follow the correctness proof of the extended Mini-
Con algorithm. In terms of computational complexity of the extended MiniCon algo-
rithm, creating extra joint views does not involve a significant increase of computa-
tional complexity compared to the MiniCon algorithm. Even in the worst case, in the
first phase, the running time of the extended MiniCon algorithm is only roughly a num-
ber of times of the running time of the MiniCon algorithm. In the second phase, the
running time of the extended MiniCon algorithm is virtually the same as that of the
MiniCon algorithm. The correctness proof and complexity analysis of the extended
MiniCon algorithm are omitted in this paper due to space limitation. For details, refer
to the extended version of the paper.

5 Related Work

The problem of answering queries using views has relevance to a wide variety of data
management problems [0]. In the context of data integration, a number of algorithms,
such as the bucket algorithm [ ], the inverse-rules algorithm [7, 8] and the MiniCon al-
gorithm [5], have been developed for the problem of reformulating conjunctive queries
using conjunctive views. However, these algorithms have not taken into account the
presence of functional dependencies in the mediated schema. As a consequence, these
algorithms may miss query rewritings in the presence of these integrity constraints.

Some algorithms have recently been developed for answering queries using views
in the presence of functional dependencies [9—1 |]. These algorithms can in general be
viewed as the extensions of the inverse-rules algorithm, and they inherit the perfor-
mance costs of the inverse-rules algorithm. In [5], it has been proven that the inverse-
rules algorithm does not scale up and is significantly outperformed by the scalable Mini-
Con algorithm. In this paper, we have presented an extension of the MiniCon algorithm
to handle the presence of functional dependencies while retaining the main properties
of the MiniCon algorithm and its significantly lower performance costs.

In addition to these algorithms, algorithms have been developed for conjunctive

queries with comparison predicates [12, 13], recursive queries [10], queries over dis-
junctive views [14], queries over conjunctive views with negation [!5], queries and
views with grouping and aggregation [16, |7], queries over semi-structured data [ |8,

], and OQL queries [20]. Duschka et al. [ 1 0] showed that in the presence of functional
and full dependencies there does not always exist a non-recursive maximally-contained
query rewriting. An algorithm [10] has been developed that deals with limitations on
data sources, which are described by a set of allowed binding patterns. In this case it is
known that recursive query rewritings may be necessary [3]. The algorithm constructs
a recursive maximally-contained query rewriting.

6 Conclusions

In this paper, we have considered the problem of answering queries using views in the
presence of functional dependencies. We have presented an extension of the MiniCon
algorithm to deal with the functional dependencies in the mediated schema. The under-
lying idea is that in the presence of functional dependencies, some views can be joined
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with other views to form joint views for which the corresponding MCDs can be used in
the non-redundant rewritings of the query, thus avoiding the problem of missing queries
in the presence of functional dependencies that the previous algorithms may have. Our
extension of the MiniCon algorithm retains the main properties of the algorithm. The
extension does not involve any significant increase in performance costs and retains the
computational competitiveness of the MiniCon algorithm over the other algorithms.

In future work, we will further explore the possibilities of extending the MiniCon
algorithm to deal with other types of integrity constraints in the mediated schema, such
as inclusion dependencies and domain dependencies.
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Abstract. Recently, more and more data are published and exchanged
by XML on the Internet. However, different XML data sources might
contain the same data but have different structures. Therefore, it re-
quires an efficient method to integrate such XML data sources so that
more complete and useful information can be conveniently accessed and
acquired by users.

The tree edit distance is regarded as an effective metric for evaluating
the structural similarity in XML documents. However, its computational
cost is extremely expensive and the traditional wisdom in join algorithms
cannot be applied easily. In this paper, we propose LAX (Leaf-clustering
based Approximate XML join algorithm), in which the two XML docu-
ment trees are clustered into subtrees representing independent items and
the similarity between them is determined by calculating the similarity
degree based on the leaf nodes of each pair of subtrees. We also propose
an effective algorithm for clustering the XML document for LAX. We
show that it is easily to apply the traditional wisdom in join algorithms
to LAX and the join result contains complete information of the two
documents. We then do experiments to compare LAX with the tree edit
distance and evaluate its performance using both synthetic and real data
sets. Our experimental results show that LAX is more efficient in per-
formance and more effective for measuring the approximate similarity
between XML documents than the tree edit distance.

1 Introduction

The eXtensible Markup Language (XML) is increasingly recognized as the de
facto standard for representing and exchanging data on the Internet, because
it can represent different kinds of data from multiple sources. Recently, more
and more data, especially bioinformatics and bibliography data such as MAGE
[12], DBLP [19] and ACM SIGMOD Record [1], are published by XML on the
Internet. However, the same data might have different structures and contents
in different XML data sources. Thus, it is paramount to integrate such data
sources so that users can conveniently access and acquire more complete and

M. Jackson et al. (Eds.): BNCOD 2005, LNCS 3567, pp. 82-97, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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useful information. However, the integration of XML data from multiple sources
is not an easy task, because XML documents from different sources might have
different structures even though they represent the same information.

The Document Type Descriptor (DTD) is regarded as a useful tool to obtain
the structural information from XML documents [2, 7]. However, even if XML
data sources have the same DTDs, they may not have identical tree structures
due to the repeating and optional elements and attributes [, 9, 14]. Therefore,
an effective approximate XML join algorithm, which is able to measure the
similarity between XML documents without considering DTDs, becomes of great
importance to solve the problem of integrating multiple XML data sources.
Ezxample 1. Fig. 1 shows an example of two XML documents with different
DTDs'. Although these two documents are structurally different, they repre-
sent the similar data. Moreover, in terms of the related data items of the two
documents (i.e. “article” here in this example), one document may have some in-
formation what the other does not have. For instance, pages in (a); and volume

in (b).

The tree edit distance is currently verified as an effective metric for measuring
the structural similarity in XML documents [3, 14]. However, the computational
cost of the tree edit distance is extremely high. Besides, the traditional wisdom
in join algorithms (sort merge, hash joins etc) is of difficulty to be applied to
this area [3].

The main contributions of this paper are as follows:

— Computing tree edit distance between two XML documents is a very expen-
sive operation. To solve this problem, we propose an efficient join algorithm
LAX (Leaf-clustering based Approximate XML join algorithm), in which
the two XML document trees are clustered into subtrees representing inde-
pendent items and the similarity between them is determined by calculating
the similarity degree based on the leaf nodes of each pair of subtrees. We
also present an algorithm for effectively clustering the XML document into
independent items for LAX.

PaperRecord
rticl
Bibliography articles
article .7, ... article
article J. article book title authors volume title authors volume
i i ithe ages titte author ~ author
title author pages title author pag XML author author 10 XML author author 11
Joins
XML John 112 XML Alice 13-24 XMLDB John Bob N
Joins John Jane Alice  John
(a) (b)

Fig. 1. Example XML document trees

1 Associating to our interested real bibliography XML data, we make the DTD in
Fig. 1(a) similar to that of DBLP, and the DTD in Fig. 1(b) similar to that of ACM
SIGMOD Record
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— The traditional wisdom in join algorithms can be easily applied to LAX,
because the join operation of LAX is the same as traditional joins in RDBs.
Besides, the integration of the hit subtrees can make the join results contain
complete information from the two XML documents been joined.

— We do experiments to evaluate LAX using both synthetic and real data sets,
investigating how the number of leaf nodes and the number of clustered sub-
trees affect the performance of LAX. We also do experiments to compare
LAX with the tree edit distance. The experimental results show that our
algorithm is more efficient in performance and more effecitive for measur-
ing the approximate similarity between XML documents than the tree edit
distance.

The rest of this paper is arranged as follows: Section 2 briefly introduces
the work related to the issues addressed in this paper. In Section 3, we briefly
introduce the tree edit distance, and we provide basic definitions necessary for the
proposed algorithm and state the problem considered in this paper. In Section 4,
we propose and discuss LAX. In Section 5, we compare LAX with the tree edit
distance evaluate its performance by experiments. In the end, Section 6 concludes
the paper and outlines the future work.

2 Related Work

An XML document can be modeled as an ordered labeled tree [15]. Each element
in the XML document corresponds to a node in the ordered labeled tree labeled
with the element tag name. A lot of work has been done to solve the problem of
measuring the edit distance between such trees [3, 4, 13, 16, 17,21, 22]. A general
definition of the distance between ordered labeled trees is presented by using the
tree edit distance that is defined as the minimum cost edit operations (insertions,
deletions and substitutions) required to transform one tree to another [22]. The
tree edit distance is considered to be an effective metric for calculating the
structural similarity in XML documents [3, [1]. However, the tree edit distance
is a very expensive operation and the traditional wisdom in join algorithms (sort
merge, hash joins etc) is not easy to be extended to this application field [3].

To avoid the expensive tree edit distance operation as much as possible, S.
Gubha, et al. [3] developed lower and upper bounds as inexpensive filters for the
tree edit distance operation. However, when the upper bound is greater than the
threshold distance 7 and, at the same time, the lower bound is less than 7 , the
expensive tree edit distance still must be calculated.

Besides, XML and its schema languages do not provide any semantic infor-
mation. A number of work related to XML schema matching and integration has
been studied by many researchers [5, 06, 11, 15, 20]. Generally, schema match-
ing is an important and difficult problem for many database applications such
as schema integration, data warehousing, and E-business [15]. From the XML
data integration point of view, the problem of semantic heterogeneities is still a
pervasive and paramount issue. However, many real XML documents contain re-
peating elements, articlesTuple in SigmodRecord.xml [!] for example. Taking
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such XML documents as the target, the approximate similarity degree between
them can be effectively determined by computing the similarity degree of clus-
tered subtrees (rooted at the repeating elements) even without considering the
semantic heterogeneity. In Section 4, we will mention this problem associated
with our algorithm.

3 Preliminaries

3.1 Tree Edit Distance

A well formed XML document can be parsed into an ordered labeled tree, in
which the tree structure represents nesting of the elements and node labels
records the contents of the elements by element tags, attribute names, attribute
values and PCDATA values.

Definition 1 (XML Document Tree). An XML document tree T is an or-
dered labeled tree parsed from an XML document.

Let T7 and T be two XML document trees, the tree edit distance between
them is defined as follows:

Definition 2 (Tree Edit Distance). Given two XML document trees Ty and
Ty, the tree edit distance, TEDist(T1,Ts), is defined as the minimum cost edit
operations (insertions, deletions and substitutions) that transforms one tree to
the other.

Assume each node label is a symbol chosen from an alphabet X' of size |X|.
Let A ¢ X denote the null symbol. An edit operation can be represented as
v(a — b). y(a — b) is an insert operation if a = A, a delete operation if b = A,
and a substitute operation if a # A and b # A.

The tree edit distance TEDist(Ty,T») can be figured out by a mapping M
between the nodes of the two trees. Formal description of the mapping and
algorithms for computing the tree edit distance are available in [22].

Given an XML document tree T, let d(T') denote its depth. For two document
trees Ty, and T3, and let ¢, and ¢; be any pair of subtree. Then the time complexity
of the computation of the tree edit distance can be bounded by the following
equation [22]:

[T1| |T2| |71 [T |
OO > Itualx[ta;]) = Z|th|><Z|t2J O(|T1[x[T2[xd(T1) xd(T3)) (1)
=1 j=1

For document trees of size O(n), in the worst case, it is an O(n*) operation.

3.2 Basic Definitions for LAX

Notation. Let T and T; be two XML document trees, where b denotes base,
and t denotes target. Assume T}, and T} are clustered into k, and k; sub-trees
tyi(1 < i <kp) and t4;(1 < j < k), as shown in Fig. 2, respectively.
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Fig. 2. Example clustering of XML doc- Fig. 3. Example of a well-clustered XML
ument trees document

Definition 3 (Subtree Similarity Degree). For each pair of subtrees ty; and
te;, let ty; be the base subtree, and ti; be the target one. Let ny; and ng; represent
the number of leaf nodes of ty; and t.;. If there are n pairs of leaf nodes of the two
subtrees having the same PCDATA wvalues, then the similarity degree of subtrees
tyi and tyj, S(tpi,t;) is defined as follows:

Sty t) = ' x 100 (%) (2)
Ny
Definition 4 (Matched Subtree). In each join loop i, for the base subtree ty;
and each target subtree ty; (1 < j < ki), the subtree similarity degree S(tp:,ts;) is
computed one by one. The matched subtree Thr; is defined as the pair of subtrees
ty; and ty; that has the mazimum subtree similarity degree in that join loop.

Definition 5 (Tree Similarity Degree). Let the base document tree T, that
has the less number of subtrees be the outer loop and the target one Ty be the
inner loop. In each join loop i, let the similarity degree of each matched subtree
be recorded into an array Spr[i]. The tree similarity degree S(Ty,Ty) is defined

as follows:
k .
.S
S(Ty, T;) = 21:2 ]

b

% 100 (%) (3)

3.3 Problem Statement

Let Sy and St be two XML data sources. We are pursuing an algorithm to execute
join operations, based on the leaf nodes of each pair of clustered subtrees of the
XML documents, using similarity degree as a join predicate. The main problem
addressed in this paper is formally defined as follows:

Problem 1 (Leaf-clustering based Approximate XML Joins). Given two XML
data sources, S; and S, a user defined threshold 7, and the tree similarity degree
S (T, T:) accessing the distance between pairs of XML documents trees T}, and
T; parsed from two documents d, € S, and d; € S;. The leaf-clustering based
approximate join operation outputs all pairs of documents (dp,d;) € Sp X Sy,
such that S(Ty,T}) > 7.
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In the tree edit distance, for any two XML documents with different DTDs
that have the same number of nodes, the tree edit distances of them do not
change a lot when the PCDATA values of the leaf nodes change. However, in
LAX, the change of the values of the leaf nodes might change the values of the
tree similarity degrees in a large scale. Therefore, pairs of XML documents that
have the same tree edit distance might have different tree similarity degrees.
Besides, because in LAX the XML document is clustered into subtrees repre-
senting independent items, the matched subtrees that have large enough subtree
similarity degrees still can be integrated even though the tree edit distance of
the two whole documents exceeds the threshold.

4 LAX

4.1 Clustering

An XML document can be generally divided into many independent items by
clustering it into subtrees at some specific element nodes. However, it is not
easy to cluster an XML document tree into subtrees representing independent
items. As a matter of fact, a well-clustered document requires that each clustered
subtree meets the following conditions.

1. Each subtree represents only one independent item; that is, a subtree does
not include any information of other items.

2. One independent item is clustered into one subtree; that is, one item does
not have more than one corresponding subtrees.

3. Each subtree includes the information of an item as much as possible. In
other words, the leaf nodes belonging to that item should be included in the
subtree as much as possible.

Ezxample 2. Fig. 3 shows an example of a well-clustered document. The docu-
ment tree is clustered into two subtrees at the element nodes article so that
each subtree represents complete information of an independent article.

In order to include more information of an independent item, an element is
not supposed to be selected as the spot for clustering, if 1) it has only one child,
and 2) the distance to its furthest child is less than 3. Before we treat of the
algorithm for clustering XML document trees, we give the following definitions.

Definition 6 (Candidate Element). An element is a candidate element, if it
has at least 2 children, or the distance to its furthest child is at least 3.

Definition 7 (Link Branch). A branch between two candidate elements is a
link branch.

Definition 8 (Top-down Path). A top-down path is defined as a path from
the top candidate element to the bottom one via link branches.
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Algorithm ClusterXMLDoc(T) {
Input: XML document tree T’
Output: Clustering spots for T’
Let N be the number of top-down paths, and M[i] be the
number of candidate elements in the i-th path.
for (i =1to N) {
ClusteringSpot[i] = null;
wmaac[i] =05
for (j =1 to M[i]) {
w=n[j] x d[5]*
if ((Wmaelt] <w) {
Wmax [Z] = W,
ClusteringSpot[i] = E(n[j], d[j]);
}
}

return CluteringSpot[i];

Fig. 4. Algorithm ClusterXMLDoc

Only one candidate element should be selected as the place for clustering
in one top-down path. Generally, we consider a candidate element as a proper
spot for clustering, if it has more link branches (i.e. there are more candidate
elements among its children), and it is at higher level of the document tree (i.e.
it is far from its furthest child). To effectively find the most appropriate spot for
clustering, we define the weighting factor for evaluating each candidate element
in a top-down path as follows.

Definition 9 (Weighting Factor). For a candidate element E(n,d), let n
denote the number of link branches below it, and d denote the distance to its
furthest child. The weighting factor w is defined as follows:

w=nxd® 0<p<1) (4)
where ¢ is an adjustable constant’.

Then we define the clustering spot that indicates the place for clustering
using the weighting factor w as follows.

Definition 10 (Clustering Spot). In each top-down path of an XML docu-
ment tree T, the clustering spot, indicating the place for clustering, is the can-
didate element E(n,d) that has the mazimum w in that top-down path. If two
or more candidate elements have the same value of w in the same path, the one
who has the marimum d is chosen as the clustering spot.

2 For the sake of simplicity, we set ¢ = 1 for the examples in this paper. In fact, doc-
uments from different sources may require different ¢ to achieve better clusterings.
In the real application, ¢ can be dynamically optimized by experiments
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In a top-down path, the subtree can be simply generated by deleting the
link branch below the clustering spot; that is, the root of the subtree is the
child element of the clustering spot in that top-down path. The algorithm for
determining the clustering spots for an XML document tree is shown in Fig. 4 .

Ezxample 3. Fig. 5 shows a simple example of clustering an XML document tree
by Algorithm ClusterXMLDoc. There are two top-down paths in the document
tree. In the left path, {PaperRecord(1,5), articles(2,4), article(1,3),
authors(0,2) }, the clustering spot is the candidate element articles(2,4)
because of the maximum w = 2 x 4 = 8. Similarly, the clustering spot in the
right path is the same element, articles(2,4). Therefore, the document tree
can be clustered into the two circled subtrees shown in Fig. 5.

4.2 Join Algorithm

Let S, and Sy be two XML data sources, and each d, € Sy and d; € S; be parsed
into XML document trees T, and T;. Assume T}, and T} are clustered into k; and
ky subtrees ty; and t,; by using Algorithm ClusterXMLDoc. Given a user-defined
threshold 7, the Leaf-clustering based Approximate XML join algorithm (LAX)
is illustrated by Fig. 7.

Ezample 4. Fig. 6 shows the join process by LAX for the two XML documents
trees T, and T} in Fig. 2. Let T, be the outer loop and T} be the inner loop
for the join operation. In the first join loop shown in Fig. 6 (a), the similarity
degrees of each pair of subtrees can be calculated as follows:

[y

S(tb17tt1) = X 100% = 333%

w

3
S(tbl,ttQ) = 3 X 100% = 100%

Then the similarity of the matched subtree,
Su[l] = Max{S(tp1,t11), S(tp1,te2)} = 100%. In the same way, we have Sp/[2] =



90 Wenxin Liang and Haruo Yokota

Algorithm LAX {
Input: XML data source S, and S
Output: Pairs of XML documents (ds, d:)
for each d € Sy {
Parse dp into Tp;
ClusterXMLDoc(Ty);
for each d; € S {
Parse d; into T};
ClusterXMLDoc(T%);
Sum = 0;
for (i =1 to ky) {
Swm [7,] =0
for (j =1toke) {
Calculate S(tpi, tej);
Swm [7,] = Maac(SM[iL S(tbi7 ttj));
}

Sum = Sum + S [i];

}

if(Sum/ky > 1) {
return (dp, dt);

}

}
}

Fig. 7. Algorithm LAX

66.7% for the second join loop. Finally, the tree similarity degree S(Tp,T}) can
be calculated by equation (3), i.e., S(Tp,T3) = SM[”gSM[Q] x 100% = 19,957 x
100% = 83.4%. If S(T},T:) > 7, the two documents should be output as the
final result.

4.3 Discussion

Cost. Let two XML document trees 1j and T} be clustered into k; and k; sub-
trees, respectively. For i = 1 to k;, assume each subtree t; has «; leaf nodes, and
for j =1 to ki, each subtree t;; has 3; leaf nodes. Then the total computational
cost of LAX can be figured out by the following equation:

ky ke

szzaixﬁj (5)

i=1 j=1

If the sizes of the two XML document trees are both O(n), in the worst case,
LAX is an O(n?) operation.

Traditional Wisdom in Join Algorithms. The traditional wisdom in join
algorithm can be easily applied to LA X, because the join operations based on the
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Fig. 8. Example of an output of LAX

clustered leaf nodes in LAX are just the same as the traditional joins in an RDB.
Therefore, LAX may achieve more efficiency by using traditional techniques for
join algorithms. For example, the total cost of LAX using hash joins can be
calculated as follows:

ky ke
CHASH = Z Z(Cgen(ai) + Chash(ai + 6]) + Ccomp(ﬁj)) (6)

i=1 j=1

where, Cye,, represents the cost of making entries for subtree t;; Chqsp stands
for the cost of using the hash function to the two subtrees; and Ccoymp means the
cost of comparisons in the probe phase.

Output of LAX

Definition 11 (Hit Subtree). In the ith join loop, let the similarity degree of
the matched subtree Thr; be Spr[i]. Given a threshold T (0 < T <1), the matched
subtree is a hit subtree, if Spr[i] > T.

Given two XML document trees T} and T5, if the tree similarity degree of T}
and Ty, S(T1,T2) > 7, the two XML document trees can be integrated at each
hit subtrees. Fig. 8 shows an example of the output XML document from joining
the two XML documents in Fig. 1 using LAX, in which the whole information
of the articles from the two documents been joined is included. Thus, users can
conveniently acquire more complete and useful information of the articles by
accessing the output document.

Issues to be Considered. In our algorithm, we just compare the PCDATA
values of the leaf nodes without considering their semantic similarities. The more
precise join can be achieved by using techniques of semantic matching. Another
issue is that in case the similarity degrees of one subtree in the outer loop and
several subtrees in the inner loop happen to be the same, how to choose the
right pair? In this case, one effective solution is to compare the common parents
of the leaf nodes to decide which subtree is the right one. However, there still
exists semantic problem when comparing the common parents.
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5 Experimental Evaluation

In this section, we conduct experiments to observe the efficiency and effective-
ness of our algorithm comparing with the tree edit distance. We also perform
experiments to investigate how the number of leaf nodes and the number of
clustered subtrees affect the performance of our algorithm.

5.1 Data Set Used

We used both real and synthetic data sets to perform our experiments. For a syn-
thetic data set, we used IBM XML generator available through AlphaWorks [10].
The XML generator can randomly generate XML documents by inputting DTDs.
In our experiments, we utilized SigmodRecord.dtd [!] to randomly generate XML
documents of different sizes by changing the two parameters: MaxLevels and
MaxRepeats. The size range of the generated XML documents was from 1 to 150
KB (about 0 to 5000 nodes).

For the real data set, we made use of the XML documents of OrdinaryIssue
Page, ProceedingsPage and SigmodRecord from the XML version of ACM SIG-
MOD record [1], and the XML document of the DBLP database [19].

5.2 Experimental Environment

Our experiments were done under the environment shown in Table 1.

Table 1. Experimental Environment

CPU Intel Pentium IV 2.80GHz
Memory 1.0 GB
oS MS Windows XP Professional
Programming
Environment Sun JDK 1.4.2

5.3 Comparing LAX with Tree Edit Distance

Efficiency. To evaluate the efficiency of our algorithm, we compared the time
to computer the tree similarity degree for a pair of XML documents by our
algorithm with that of tree edit distance using synthetic data sets. Because the
tree edit distance is extremely time-consuming, in this paper we only used the
pair of documents whose total number of nodes is less than 1200.

From Fig. 9, we observe that our algorithm is overwhelmingly faster com-
paring to the tree edit distance when the number of nodes is more than 500,
corresponding with our analytical expectations. Therefore, we can consider that
our algorithm is more efficient than the tree edit distance for measuring the
similarity between XML documents.
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Table 2. The number of nodes and clustered subtrees included in each fragment

sigmod.xml dblpl.xml dblp2.xml dblp3.xml dblp4.xml dblp5.xml dblp6.xml
No. of nodes 194 196 196 193 202 198 202
No. of subtrees 17 9 9 9 9 9 9

Effectiveness. In our algorithm, the similarity degree is defined as the quanti-
tative measurement for calculating the subtree similarity degree. The larger the
similarity degree is, the higher the probability of the subtrees being the same is,
even though the element nodes above the leaf nodes have different structures or
values.

To verify the effectiveness of our algorithm for determining the similarity
between XML documents, we calculated the tree similarity degrees using LAX
and compared them with the tree edit distances of the same pairs of XML docu-
ments. In our experiments, we utilized the real XML documents, DBLP . xm1 [19)]
and SigmodRecord.xml [!]. Because the calculation of the tree edit distance is
extremely time-consuming, we divided the SigmodRecord.xml into small frag-
ments. Each fragment contains the entire articles of one issue. In the same way,
we divided the DBLP.xml into fragments contains almost the same number of
nodes as those of SigmodRecord.xml. Here we show the result of an example
using one fragment of SigmodRecord.xml® and six fragments of DBLP.xm1*. Ta-
ble 2 shows the number of nodes and clustered subtrees (each subtree contains
complete information of an article) included in each fragment. Table 3 shows the
results of the tree edit distance and tree similarity degree of each pair of frag-
ments. From the results, we can observe that the tree edit distance of each pair
of fragments is almost the same. However, the tree similarity degree increases
proportionally to the number of hit subtrees as shown in Fig. 10. That is to
say, our algorithm can effectively distinguish the similarity differences between
pairs of XML documents even they have the same tree edit distance. Table 4

3 Vol.20, No.3, SIGMOD Record 1991

4 To obtain different number of hit subtrees, in this paper we specially chose the
fragments that contain different number of articles from Vol.20, No.3, SIGMOD
Record 1991



94 Wenxin Liang and Haruo Yokota

Table 3. Result of each pair of fragments

Tree edit distance Tree similarity degree No. of hit subtrees

sigmod.zml x dblpl.xml 216 0.149 4
sigmod.xml X dblp2.xml 216 0.120 3
sigmod.zml X dblp3.zml 210 0.067 2
sigmod.zml x dblpd.xml 219 0.011 0
sigmod.xml X dblp5.xml 216 0.220 8
sigmod.zml X dblp6.xml 220 0.169 6

Table 4. Result of the matched subtrees of sigmod.xml x dblp6.xml

T (1) Tae[2]" Toaa[3) Tar4] Toe[5]" Tar[6)F Tasr[7]" Tas[8] Tas [9]”
Nsigmod 25 21 21 23 23 21 23 23 21
Napip 12 10 10 12 12 10 12 14 10
Sy 0.083 0.2 0.2 0.091 0.273 0.2 0.273 0.0 0.2
TEDist 24 20 20 22 22 20 22 23 20

shows the detailed results of each matched subtree of sigmod.xml x dblp6.zml,
where Ta[i] denotes the matched subtree, * indicates the hit subtree, Ng;gmod
and Ngp, represent the number of nodes in each subtree of the matched subtree
of sigmod.xml and dblp6.xml, respectively, and Sy, and TEDist denote the sim-
ilarity degree and the edit distance of each matched subtree, respectively. From
the results, we can see that it is difficult for the tree edit distance to determine
the hit subtree. However, our algorithm can effectively determine the hit subtree
by setting an appropriate threshold 7. Therefore, by integrating the hit subtrees,
the XML document that contains more complete information can be output.

5.4 Evaluating LAX

In our experiments, we took two XML documents from synthetic or real data
sets as the input for our algorithm. And then we investigated how the number of
leaf nodes and the number of clustered subtrees impacted the performance of our
algorithm. The time for computing the tree edit distance using synthetic data
sets are shown in Fig. 11. The X-axis in Fig. 11 (a) represents the total number
of leaf nodes of the two documents to be joined, and the X-axis in (b) denotes
the total number of clustered subtrees in the two documents. From Fig. 11, we
observe that the runtime of our algorithm increases almost proportionally to the
number of leaf nodes or the number of clustered subtrees, and the impacts on
the time to computer the tree similarity degree by the two factors are almost
the same. Fig. 11 also shows that for the total number of leaf nodes of the two
documents less than 5000 (document size less than 300KB) or the total number
of clustered subtrees less than 400, the computation of the tree similarity degree
can be accomplished within 2 seconds.

We also investigated how the number of clustered subtrees changed when the
document size increased. Fig. 12 indicates that the number of clustered subtrees
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generally increases, when the size of document becomes larger. However, the
number of clustered subtrees does not always increase monotonously, because
the clustered subtrees might contain different number of nodes due to different

DTDs.

The results using real XML data sets are shown in Fig. 13 and 14. The
runtime using real data sets increases faster than the one using synthetic data
does under the same scale number of leaf nodes. Because the length of the
PCDATA of real data is generally longer than that of synthetic data made by
the XML generator.
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6 Conclusions and Future Work

It becomes more important to measure the approximate similarity between XML
documents for integrating multiple XML data sources. Tree edit distance is cur-
rently recognized as a general metric for computing the structural similarity
between XML documents. However, its computational cost is too expensive.
Recognizing this problem, in this paper we have proposed LAX (Leaf-clustering
based Approximate XML join algorithm), in which the two XML document
trees are clustered into many subtrees representing independent items and the
approximate similarity between them are determined by calculating the similar-
ity degree based on the leaf nodes of each pair of subtrees. We have also proposed
an effective algorithm for clustering the XML document for LAX.

The proposed algorithm has the following advantages: 1) it is an inexpensive
and effective algorithm to determine the approximate similarity between XML
documents; 2) the traditional wisdom in join algorithms can be applied to it
without any difficulties; and 3) its output document contains complete informa-
tion of the two documents been joined.

We have done experiments to compare our algorithm with the tree edit dis-
tance and evaluate its performance using both synthetic and real data sets. Our
experimental results show that LAX, comparing with the tree edit distance, is
more efficient in performance and more effective for measuring the approximate
similarity between XML documents.

In our experiments, we just used XML data of small size generated by the
DOM Parser. In the future, we plan to do further experiments with the real
bioinformatics and large-scale knowledge-based XML data stored in RDBs.
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Abstract. Data warehouse (DW) views provide an efficient access to
information integrated from source data. As changes are made to the
source data, the corresponding views may be outdated. Hence, the main-
tenance of DW views is crucial for the currency of information. In this
paper, we propose a novel method to efficiently self-maintain DW views
that contain select-project-joins over relations modelled in a star schema.
Specifically, our method avoids computing the views from scratch, which
can be very costly. Instead, it exploits the referential integrity constraints
that are imposed on the relations. Therefore, with our proposed method,
DW views can be updated or refreshed by using only the old materialised
views and the files that keep the truly relevant tuples in the “delta”. The
method avoids accessing the underlying source data, and hence, achieves
efficient update of DW views that contain joins over relations modelled
in a star schema.

Keywords: Data warehousing, view maintenance, referential integrity
constraints, star schema, self-maintainability.

1 Introduction

A data warehouse (DW) is a subject-oriented, integrated, time-variant, and non-
volatile collection of data organised in such a way that it supports the decision
making process of the management. In general, DW views provide a fast access
to integrated source data. As changes can be made to the source data, the cor-
responding views may be outdated. Hence, the maintenance of views is crucial
for the currency of information. In other words, views need to be periodically
refreshed so as to reflect those updates that have been made to the source data.
In response to the changes to the source data, many existing DW views are
refreshed by recomputing the contents from scratch (i.e., computing the new
views from the updated source data), while some other DW views are incremen-
tally maintained by accessing the source data. However, these approaches can
be costly. Moreover, in many real-life situations, it is not uncommon that only
a tiny fraction of some huge source data gets changed. The above approaches
require an access to a huge amount of source data. Consequently, both CPU and
I/0 costs of these approaches can be extremely high. A better approach is to
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incrementally maintain views without accessing the source data. This calls for
efficient view maintenance.

In this paper, our key contribution is the development of a novel method,
which exploits referential integrity constraints, for self-maintaining DW views.
With our method, the DW views can be self-maintained in the sense that the
new views can be formed by using only (i) the old materialised views and (ii) ref-
erential integrity constraints, i.e., without requiring an access to any underlying
databases. The method can be used in data warehousing environments to ef-
ficiently maintain views, and to effectively avoid concurrency control problems
faced by many generic view maintenance strategies [2, 7, 13, 17, 19]. Specifically,
we study the following problems:

1. How to efficiently update DW views containing a select-project-join (SPJ)
operation over two relations (e.g., a fact table and a dimension table)?

2. How to efficiently update DW views containing a SPJ over a fact table and
more than one dimension table?

3. How to efficiently update DW views containing a SPJ over a fact table and
multiple dimension tables modelled in a star schema?

More specifically, we keep all and only those tuples that are relevant to the main-
tenance of views in files called referential integrity differential files (RIDFs). By
using RIDFs and by exploiting properties of referential integrity constraints, our
developed method provides self-maintainability to DW views that are modelled
in a star schema. The method can be extended to self-maintain views that are
modelled in other schemas (e.g., snowflake schema, galaxy schema). To avoid
distraction, we focus on the star schema in this paper.

The outline of this paper is as follows. Section 2 gives related works and
background. Sections 3, 4, and 5 describe how we exploit referential integrity
constraints to self-maintain DW views involving joins over a fact table and n di-
mension tables (where n > 1) that are modelled in a star schema. Section 6
discusses further reduction in size for RIDFs. Experimental results are given in
Section 7. Finally, conclusions are presented in Section 8.

2 Related Works and Background

Here, we first discuss the related works, and then present some background
materials relevant to the rest of this paper.

2.1 Related Works

Many view maintenance approaches have been proposed (e.g., [|—0, 8—17, 19])
over the past decade. In this section, let us discuss some relevant ones.
Self-maintainability of DW views is a notion that views can be maintained,
with respect to data warehouse objects, without requiring any accesses to any
underlying databases. This notion was initially proposed as a Boolean expression
with sufficient and necessary conditions on the view definition for autonomously
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computable updates [1]. To compute the updates, Blakeley et al. [1] applied a
special case of a counting algorithm to SPJ expressions (with no negations, ag-
gregations, or recursions). Several other researchers have developed algorithms
related to the integration and maintenance of information extracted from het-
erogeneous or autonomous sources [9, 19]. Most of their works focused mainly
on conventional database views, but not data warehouse views.

Over the past decade, several algebraic approaches for maintaining views
have been proposed [1, 5, 6, 9, 15, 16]. Qian and Wiederhold [15] presented an
algorithm for incremental view maintenance based on finite differencing tech-
niques. Their algorithm uses source data, and thus, it lacks the notion of self-
maintainability. Hyun [9] dealt with functional dependencies, while Gupta and
Mumick [¢] integrated outer joins. However, most of these works did not fully ex-
ploit referential integrity constraints for the maintenance of views. In this paper,
we use — and extend — some notations from [ , 6, 11, ] to present an efficient
method to self-maintain DW views based on referential integrity constraints.

With respect to the maintenance of views based on referential integrity, the

most relevant works include [10, 12, 14 16], in which relevant tables are se-
lected to form auxiliary structures — such as auxiliary views [16], auxiliary rela-
tions [14], auxiliary data [10], or complements [12] — for self-maintaining a SP.J

view. Although the use of these auxiliary structures (e.g., auxiliary views) leads
to self-maintenance of DW views, the construction cost of these structures can
be quite high in some situations. Accesses of a large number of tuples may be
required to construct these structures. As a preview, we will show in Section 7
that our proposed self-maintenance method incurs a lower cost.

2.2 Background

A referential integrity constraint is one of the most fundamental constraints in
database and data warehousing environments. It can be specified between two
relations, and used to maintain consistency among tuples in the two relations.
Informally, the constraint states that a tuple r in a relation R (called the ref-
erencing relation) that refers to another relation S (called the referenced
relation) must refer to an existing tuple s in S. More formally, the foreign key
of R (denoted as R.fk) must “match” a candidate key of S (denoted as S.ck),
that is, they must have the same domain and R.fk = S.ck '. Without loss of
generality, we assume in this paper that all relations in the data warehouse are
“linked” by referential integrity constraints.

Whenever there is a change to a relation in an underlying database, the
corresponding views need to be updated to reflect the change. This can be done
using either an immediate mode or a deferred mode. For the former, the views
are refreshed immediately; for the latter, all the changes are first recorded in
some differential files, and the views are then updated periodically using these

LA candidate key of a relation is a minimal set of attributes whose values uniquely
identify each tuple in the relation. A foreign key is a set of attributes (in a referencing
relation R) that refers to a candidate key of the referenced relation S.
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differential files. Whenever a tuple is inserted into, or deleted from, a referencing
relation R or a referenced relation .S, appropriate actions need to be taken as
described below. (i) When a tuple r is inserted into a referencing relation R,
a look-up in S is required to ensure the presence of a tuple s € S where s.ck =
r.fk. If s is present, then r is inserted into R as well as the differential file AR ?;
otherwise, referential integrity is violated. It can be easily observed that the
insertion into R does not affect S. (ii) When a tuple r is deleted from a
referencing relation R, the tuple r is recorded in the differential file VR.
Such a deletion from R also does not affect S. (iii) When a tuple s is inserted
into a referenced relation S, the tuple s is recorded in the differential file AS.
Such an insertion into S does not affect R. (iv) When a tuple s is deleted from
a referenced relation S, a look-up in R is required (for the default mode
of “on delete no action”) to ensure the absence of a tuple r € R satisfying
r.fk = s.ck. If r is absent, then s is safely removed from S; otherwise (i.e., r
exists in R), referential integrity is violated, and the deletion is rejected. Note
that there is no change in R.

3 Maintenance of Data Warehouse Views Involving
a Dimension Table

In this section, we discuss the situation where the view contains a join over a fact
table F' and a dimension table D, where F' references D. For example, F' repre-
sents a sales relation (Sales) that contains sales information, and D represents
an item relation (Item) that contains item information as described below:

— Item (itemID, name, type, description), and
— Sales (invoiceID, itemID, price) where itemID references Item.

The VieW Tyane,priceFprice>100(Item > Sales) finds the item name and the selling
price for each item whose price is over $100.

3.1 A Naive Method: Recompute Views from Scratch

Consider a SPJ view mao¢(F <1 D) where o¢ is the (usual) selection based on
a Boolean condition C' and 74 is the (usual) projection on a list of attributes A.
When the underlying relations (namely, F' and D) of the view are updated, we
need to update the view in order to preserve consistency. A naive method is to
ignore the old view mqo¢(F >t D) and to compute the new view maoc (F' >t D’)
from scratch, where F’ and D’ are the updated F' and D respectively. However,
this method can be very costly, especially when updates are made very frequently
or when only a tiny fraction of F' or D is updated.

2 Since the views can be updated using the deferred mode, it is more precise to say
the following. An insertion of a tuple r into R requires a look-up in the “current”
referenced relation (S — VS US). If there exists a tuple s € (S — VS US) such that
s.ck = r.fk, then r is inserted into R as well as AR.
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3.2 An Improved Method: Update Views by Using Old Views,
Differential Files, and Source Relations

A more efficient method is to obtain the new view from the old view, differential
files, and source relations. It is well-known that the updated referencing rela-
tion F’ can be expressed in terms of the old relation F, its insertion AF', and
its deletion VF (i.e., F/ = F — VF U AF). Similarly, the updated referenced
relation D’ can be expressed as D' = D — VD U AD. Therefore, the new view
maoc(F' < D) can be expressed in terms of the old view, differential files, and
source relations. In the following expression, let us focus on how to efficiently
update the join component because it dominates the SPJ operations (i.e., the
select, project, and join operations):

vV =F <D
= (F - VFUAF)x (D —VDUAD) (1)
=(F>~D)—(Fx=<VD)U(FxxAD)
— (VF D) — (VF = VD) — (VF 1 AD)
U (AF D) — (AF < VD) U (AF < AD). (2)

Note that, among the 32 = 9 terms in Equation (2), the first term (F < D) is the
old view. Hence, we do not need to compute the new view entirely from scratch;
we can compute the new view by combining the old view with the results from
the other eight terms. However, many of these eight terms, such as (AF 1 D),
involve not only the differential files (e.g., AF) but also the source relations
(e.g., D). Since source relations are required, this improved method still cannot
efficiently self-maintain DW views.

3.3 An Efficient Self-maintainable Method

Equation (2) can be simplified by exploiting the properties of referential integrity
constraints and the nature of the nine terms (e.g., by applying the propagation
rules [13]):

— The term (F < D) represents the old view, as mentioned in Section 3.2.

— The term (F <1 AD) gives an empty relation. Because of referential integrity
constraints, for all f € F, there must exist d € D such that f.fk = d.ck. In
other words, there does not exist a tuple d’ € AD satisfying f.fk = d’.ck.

— All the terms involving VD (and similarly, all the terms involving VF') can
be grouped together because they basically represent the action that all the
tuples containing d € VD (and f € VF) can be deleted.

— The term (AF < AD) involves only the two differential files AF and AD.
In other words, no access to the source data is required.

The computation of the only remaining term — namely (AF 1 D) — requires an
access to the differential file AF' and the source relation D. A natural question to
ask is whether one can compute this term without accessing any source relations
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such as D? If so, how to compute it? Recall from Section 2.2 that when a tuple f
is inserted into F', we check if there exists a tuple d € D such that d.ck = f.fk.
If such d exists, the insertion is successful and f is then recorded in AF'. Given
that the search and check has been performed, one can record the tuple d in a
file called referential integrity differential file (RIDF'). By so doing, the
RIDF contains all those tuples (d) that are related to the tuples in AF. In other
words, the RIDF contains all and only those tuples that could be joined with
AF in the term (AF < D). Therefore, with this RIDF, the term (AF 1 D) can
be rewritten as (AF 1 RIDF (D)), which no longer requires an access to the
source data. See the definition below.

Definition 1 (Referential integrity differential file (RIDF)). Let (i) a
SPJ view maoc(F > D) be created in terms of two relations F and D, and (i) a
referential integrity constraint be imposed on F and D such that F.fk = D.ck
where F.fk denotes the foreign key of the referencing relation F' and D.ck de-
notes a candidate key of the referenced relation D. Then, when a tuple r is
successfully inserted into F (i.e., f is put in AF), a referential integrity dif-
ferential file RIDF (D) keeps all and only those tuples (in D) that are truly
relevant to the update of the view. Precisely, for each tuple f € AF, its corre-
sponding d € D (such that d.ck = f.fk) is kept in RIDF (D).

The following are some nice properties of the referential integrity differential
file RIDF (D). First, RIDF (D) keeps all and only those tuples (in D) that are
truly relevant to the join (AF >1 D). Thus, the number of tuples in RIDF(D) is
bounded above by the number of tuples in D, that is, |[RIDF(D)| < |D|. Second,
for each candidate key of D, the number of tuples in RIDF(D) is bounded above
by the number of tuples in AF. This is due to referential integrity constraints.
More specifically, because f.fk = d.ck, many f can reference one d (but each
f can only reference one d). Hence, if D only has one candidate key (which
is quite common for the dimension tables modelled in a star schema), then
|RIDF(D)| < |AF|. Third, RIDF (D) can be created without any significant
cost (e.g., no extra searches in D). The file RIDF(D) can be considered as a
“by-product” of the referential integrity checks.

Therefore, by exploiting properties of referential integrity constraints and by
using RIDF (D), Equation (2) can be simplified to become the following (i.e.,
the new view can be computed as follows):

v = F'a D' = v U(AF =< RIDF(D)) U (AF =< AD)©VFo VD  (3)

where v = (F 1 D) is the old view. Here, the fourth and the fifth terms (SVF)
and (©6VD) represent the deletion of all the tuples containing f € VF and
d € VD, respectively. It is important to note that, with this self-maintainable
method, we no longer require accesses to the source data. The new view v’ can
be computed using (i) the old view v, (ii) the RIDF, and (iii) differential files
(AF,AD,VF, and VD). See the following example.
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Ezample 1. Consider the following two relations F' and D:

F (U, W, X) D(X,Y, Z)

F:ul wl x1 D: x1yl z1

u2 w2 x2 X2 y2 72

x3 y3 z3

VF:u2 w2 x2 VD: x3 y3 z3

AF: u3 w3 x1 AD: x4 y4 74
ud w4 x2

RIDF(D): x1 y1 z1
x2 y2 z2

In this example, when tuples (u3, wl, x1) and (u4, w4, x2) are inserted into F, the cor-
responding tuples in D (namely, (x1, y1, z1) & (x2, y2, z2)) are recorded in RIDF (D).
It is important to note that (AF 1 RIDF(D)) gives the same result as (AF 1 D),
but the former does not require any accesses to the source data D while the latter does.
Hence, by keeping RIDF (D), one can compute the join more efficiently. Moreover, the
new view vy = (F' > D) can be computed using the old view v1 = (F b1 D) with the
differential files (AF, AD,VF,VD) and RIDF(D), according to Equation (3). O

4 Self-maintenance of Data Warehouse Views Involving
Two Dimension Tables

Given that our efficient method for view self-maintenance (as discussed in Sec-
tion 3.3) is not confined to just two relations (one fact and one dimension tables),
we show in this section how a new DW view containing a join over three relations
(say, a fact table F' and two dimensions tables D1 & Ds) — where foreign keys
of F references candidate keys of D1, Do — can be computed using only the old
view and the “delta” of the corresponding relations (i.e., without accessing base
relations).

As we discussed in Section 3, an updated relation F’ can be expressed in
terms of the old relation F, its insertion AF, and its deletion VF (i.e., F' =
F — VFUAF). Similar comments can be applied to Dy and Ds. So, the new
view (F' > D} <t DY) can be expressed as follows:

v = (F' > D] 1 Dy)
= (F—VFUAF)N(Dl —VDlUADl)N(DQ—VDQUADg). (4)

This equation can be factored into 33 = 27 terms. Fortunately, we can reduce
the number of terms in the expression by grouping all terms involving VF' (and
those involving VD; and VDs), as we did in Section 3.3. Moreover, some other
terms — such as (F <1 Dy <1 AD3), (F 1 ADy <1 Dg), and (F <1 ADq <1t ADs)
— can be eliminated because any join involving F' <1 AD; (for j = 1 or 2) would
result in an empty relation. This is due to referential integrity constraints.

The exploitation of referential integrity constraints not only helps us to elim-
inate the three “join” terms mentioned above but also leads us to efficient self-
maintainability. Specifically, due to the constraints, whenever we insert a tuple f
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into the referencing relation F', we check to see if there exists a corresponding
tuple in the referenced relations Dy and Ds. So, we create RIDF(D;) and
RIDF(D3) as “by-products” of the checks, and use them to compute the up-
dated view as follows:

v = (F' > D} 1 Dy)
= vU (AF =1 RIDF(D;) s RIDF(Ds))
U (AF 1 RIDF(Dy) 01 ADs) U (AF 51 ADy 01 RIDF(Ds))
U (AF =1 ADy 1 ADy) & VF & VDy © VD, (5)

where v = (F <1 Dy > Ds) is the old view. Note that we do not need to access
the source data. The new view can be computed by using v, the differential files
(i.e., insertion files, deletion files), and RIDFs.

5 Generalization: Self-maintenance of Data Warehouse
Views Involving Multiple Dimension Tables

In general, DW views may contain joins over several relations that are modelled
in the form of a star schema — the most common modelling paradigm in data
warehousing environments — in which the data warehouse contains a fact table
and several dimension tables (say, m dimension tables). These tables are con-
nected in such a way that, for each dimension table D;, there exists a foreign
key of the fact table F' referencing a candidate key of D; (where 1 < i < m).
Given a star schema consists of m dimension tables, a view may contain a join
over some (but not necessary all) of these dimension tables. Without loss of
generality, let us assume that the view contains a join over n dimension tables
Dy,...,D,, (where n < m). Then, the new view v/ = (F' < D] > -+ x1 DY)
can be expressed as follows:

v =(F'a Dy D))
= (F=VFUAF) > (Dy —VD; UAD;)s< - (Dy, — VD, UAD,) (6)

which can be factored into 3"*! terms. As expected, the number of terms can
be greatly reduced (in two steps) by exploiting properties of referential integrity
constraints. First, there are 37! — 27+ terms involving deletions, which can
be grouped together to form n + 1 “deletion” terms (one “deletion” term for
each table: VF,VDy,...,VD,). Second, there are 2! “join” terms, out of
which 2™ — 1 terms contain F' with at least one AD; (for some 1 < j < n). It
is observed that any term containing F' 1 AD; results in an empty relation,
due to referential integrity constraints. Thus, these terms can be eliminated; we
only need to consider the remaining 2 4+ 1 “join” terms. Among them, we note
the following:

— The term (F <1 Dy > -+ <1 D,,) represents the old view v.
— The term (AF b1 ADq 1 --- 1 AD,,) involves only differential files AD;
(for 1 <j <mn).
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— There are 2" —1 terms contain AF, D; and AD; (for some 1 < ¢, j < n, where
i # j). The occurrence of D; in the term implies an access to source data.
Hence, in order to achieve self-maintainability, we replace each occurrence of
D; by RIDF(D;). As a result, we no longer need to access the source data.

In summary, the new view v = (F' pa D} < --- > D)) can be computed using
the following (n + 1) + (2" + 1) = 2" + n + 2 terms:

v =v U (U AF 1 RIDF(D;) p< ADj)
U(AF =< AD;x---xAD,) ©VF VD, ©---6VD,, (7)

where 1 < 4,7 < n and ¢ # j. Since the star schema is the most common
modelling paradigm in data warehousing environments, our proposed method
can be very beneficial.

Ezxample 2. Consider a DW view containing a join over a fact table and n = 2 dimen-
sion tables in a star schema (which contains m > 2 dimension tables). The new view
can be computed, using Equation (7), as follows:

v = (F' > D} > D5)
= v U(AF 5 RIDF(Dy) 54 RIDF(D2)) U (AF b1 RIDF(Dy) 1 AD,)
U (AF >3 ADq i RIDF(DQ)) @] (AF >1 ADq ADQ) oVFoVD,&VDs.

An observant reader may notice that this gives same expression as in Equation (5) —
for the efficient self-maintenance of DW views involving two dimension tables and a
fact table. a

6 Discussion: Further Improvements

So far, we have shown that RIDFs keep all and only those tuples that are relevant
for efficient self-maintenance of DW views modelled in a star schema. A careful
analysis reveals that we do not need to keep all the attributes of those relevant
tuples. Any attributes that do not contribute to the update of DW views can be
discarded. For instance, reconsider Example 1, but with view vy = myw y (F 1 D)
where F(U, W, X) and D(X, Y, Z). When inserting (u3, w3, x1) into F’, we only
need to keep (x1, y1) in RIDF (D) because the attribute Z does not contribute
to the self-maintenance of ve. Similarly, when inserting (u4, w4, x2) into F, only
(x2, y2) needs to be kept in RIDF (D). By so doing, only two (instead of three)
attributes of the relevant tuples need to be stored in RIDFs.

The above shows the benefits on exploiting the project operator (m) — namely,
the reduction in the number of attributes required for self-maintenance. Along
this direction, we can also exploit the select operator (o) in the SPJ to further
reduce the size of RIDFs. For instance, reconsider Example 1, but with view
U3 = T,y 0U£u3(F > D) this time. When inserting (u3, w3, x1) into F, we do
not even need to keep the tuple (x1, y1) because it does not contribute to the
self-maintenance of vs (as U = u3, which violates the selection condition). So,
we only need to keep (x2, y2) in RIDF(D).
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Fig. 1. Relative speedup of view maintenance methods

7 Experimental Results

The experimental results cited below are based on a database (from TPC-D [13])
that consists of a fact table (namely, SupPart (SP)) and two dimension ta-
bles (namely, Product (P) and Supplier (8)), where the tables are logically
“linked” by the following referential integrity constraints: (i) P(pID, pName,
manufacturer, price), (ii) S(sID, sName, addr), and (iii) SP(pID, sID,
qty, SPrice) where pID references P and sID references S. Notice that
one could also add a “time” dimension to make the above star schema contain
three dimension tables.

In this experiment, we suppose that base relations P, S, and SP consist of
200,000 tuples, 10,000 tuples, and 800,000 tuples, respectively. We assume
that the selectivity of P.pName=‘computer’ is 0.70, S.addr=°CA’ is 0.75,
SP.SPrice>P.pricex*1.11is 0.50, and the join selectivity is 0.50 of transactions
with uniform distribution.

We illustrate the effectiveness of our self-maintainable method by comparing
the results of the following three implemented methods:

— The naive method, which reads and sorts the base relations with a sort-
merge join.

— The improved method, which is similar to the naive method except that
the improved method uses old views, differential files, and source relations.

— Our efficient self~-maintainable method, which uses only old views, dif-
ferential files, and RIDFs. In other words, this method avoids accessing
source relations.
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Here, we first used view vg = ma0¢, (SP 1 P 1 8), where the list of attribute A is
(sName, price, SPrice, qty), and the selection condition Cy is “addr=‘CA’
& pName=‘computer’ & SPrice>price*1.1”. We varied the percentage of SP
tuples being updated/changed from 0.125% to 100% (i.e., varied the number
of updated SP tuples from 1,000 to 800,000, and correspondingly varied the
number of updated P tuples from 100 to 80,000 while keeping relation S un-
changed). The x-axis of Fig. 1 shows the percentage of updated SP tuples; the
y-axis, in logarithmic scale, shows the speedup of the improved method and our
self-maintainable method against the naive method. As observed from Fig. 1,
the lower the percentage of updated tuples, the higher is the benefit of using
our method. For example, the speedup of our method is above 700 times when
0.125% of SP tuples are updated. It is important to note that a low percentage of
updated tuples is not uncommon. In many real-life applications, DW views need
to be refreshed frequently (which usually leads to a low percentage of tuples get
updated between each refresh) so as to facilitate accurate decision making.

While Fig. 1 shows the relative speedup, the table below gives some samples
of the total runtime (i.e., both CPU and I/O times) for updating view vs.

% updated SP tuples Naive Improved Self-maintainable

0.125% 9358s 4148s 13s
1.25% 9358s 4217s 145s
12.5% 9358s 4904s 1183s

Note that our proposed self-maintainable method requires a much shorter run-
time than the other two methods. Moreover, when compared with some existing
approaches that use auxiliary structures (e.g., auxiliary views), our method also
incurs a much lower cost (e.g., an approach using auxiliary views requires more
than 4,000 seconds to update vs when 1.25% of SP tuples get changed).

Next, let us count the numbers of tuples in the base relations, in the “delta”
(i.e., being changed), and in RIDFs. One can easily observe from the following
table that the number of tuples need to be stored in a RIDF is bounded above
by the numbers of tuples in its corresponding base relation and “delta” (e.g.,
|RIDF(P)| < min{|P|,|ASP|} and |RIDF(S)| < min{|S|,|ASP|}).

Base 1.25% updated SP tuples 87.5% updated SP tuples

relation  “delta” RIDF “delta” RIDF
P 200,000 1,000 6,930 70,000 200,000
S 10,000 0 7,000 0 10,000
SP 800,000 10,000 0 700,000 0

In addition to applying the three view maintenance methods to view v4, we
have also applied these methods to other views (e.g., vs,vs and v7). These ad-
ditional views, of the form v; = w00, (SP <P < 8), are similar to vy except
for the selection condition C;. More specifically, Cs = “pName=‘computer’ &
SPrice>pricex1.1”, (g = “addr=‘CA’ & SPrice>pricex1.1” and Cr =
“SPrice>pricex1.1”. The table below shows the runtime of the three methods
when 1.25% of SP tuples get updated.



Exploitation of Referential Integrity Constraints 109

Naive Improved Self-maintainable

vs  9358s 3375s 144s
ve  9358s 3574s 145s
vr  9358s 8498s 212s

8 Conclusions

Data warehouse (DW) views provide an efficient access to integrated data. As
changes are made to the source data, the corresponding views may be outdated.
Hence, the maintenance of views is crucial for the currency of information. In
this paper, we proposed a novel method to efficiently self-maintain the DW views
that contain a select-project-join (SPJ) over multiple relations. Specifically, we
exploit the referential integrity constraints imposed on the relations in the source
data. With our proposed method, views can be updated by using only the old
views, differential files (e.g., the insertion file AR and the deletion file VR), and
referential integrity differential files (RIDF's). This method uses the RIDFs to
keep the truly relevant tuples in the “delta”; it avoids accessing the underlying
databases. The proposed method is applicable to the efficient self-maintenance
of DW views that contain SPJ over relations modelled in a star schema — the
most popular model for data warehousing environments.
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Abstract. A key element in many mobile application systems is the realization
of efficient data delivery from server to mobile clients. Although broadcast has
been proved to be an efficient data dissemination technique, selection of broad-
cast data is still an active research area. In this paper, we mainly studied the
functions of the implicit regularities attached to clients’ request data in the se-
lection of broadcast data. Furthermore, we put forward a correlation-based
broadcast model, which selects broadcast data items according to data access
frequencies as well as their correlations. The primary rationale underneath is the
fact that some data are prone to be accessed if certain data are reached. The re-
sults from extensive simulation experiments shows that the correlation-based
broadcast can significantly improve the mean response time and reduce the
number of client requests.

1 Introduction

The explosion of global information makes it a critical issue that how to realize an
efficient data delivery in the wireless environment. Among all existing transfer
schemes, broadcast has been proved to be an effective solution. It can adapt better to
the special constraints of wireless network. While there are many critical issues con-
cerning data broadcast, our paper mainly focuses on the issue of that how to realize an
effective selection of data for broadcast.

The broadcast schedule, which determines what should be broadcast and when [1],
directly impacts the performance of broadcast. Obviously, it is desirable to broadcast
data in which clients are most interested. Some conventional broadcast schedules
utilize the precompiled profiles as the criteria during the selection. However, consid-
ering the dynamic nature of client demands, these techniques are inclined to be inap-
plicable in many cases. To resolve these problems, some other schemes called popu-
larity-based broadcast have been proposed [2], [3], [4] to ague that date with high
request frequency should be imposed high priority during selection Unfortunately,
due to the difficulty of the communication between server and clients, some popular
data without explicit requests cannot be fully identified by server. Our paper will
focus on this problem and proposes a new efficient approach, which can intelligently
identify the importance of data in the lacking of information of data requests.

* Supported by the Natural Science Foundation of Zhejiang Province, China (Grant no.
M603230) and the Research Fund for Doctoral Program of Higher Education from Ministry
of Education, China (Grant no. 20020335020).

M. Jackson et al. (Eds.): BNCOD 2005, LNCS 3567, pp. 111-119, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Although lots of factors have been considered during the process of broadcast data
selection, correlations among data are often ignored. In this paper, based on the hy-
brid data delivery model proposed by [5], we brought forward a new correlation-
based broadcast scheme. When dealing with the selection problem, it simultaneously
considers the relationships among data in addition to data access frequencies. The
primary rationale underneath is the fact that some data are prone to be accessed if
certain data are reached. Finally, data selected for broadcasting consists of two parts.
One part includes popular data that can be identified explicitly through clients’ ex-
plicit requests; and another part contains items that have high probability to be popu-
lar.

The rest of this paper is organized as follows. Section 2 introduces some back-
ground information and relevant work. The related definitions are described in Sec-
tion 3. The proposed algorithm is depicted in Section 4. The experimental study and
results are presented in Section 5. Section 6 draws the conclusion.

2 Background

One of the most concerned issues of broadcast is the selection of broadcast data, in
which domain there exist many different solutions.

For the push-based broadcast, data sent out on the broadcast channel are either the
anticipated client requests according to some periodic schedules [6], or the whole
database [7]. Most precompiled-based data dissemination schemes belong to this type.
In [8], a selective information dissemination system is realized based on the precom-
piled profiles posted by clients. A similar method is also applied in [9], in which Shek
proposed an adaptive algorithm that can dynamically select the disseminated data
according to the aggregation of user profiles. Contrasting with the push-based broad-
cast, pull-based scheme can better satisfy each client special needs, and dynamically
react to workload changes [1]. In such case, server is in charge of monitoring and
recording client requests, from which the most prospective data are chosen and then
broadcast [10].

Each approach aforementioned has its own benefits and shortcomings. Push-based
data broadcasting cannot adapt well to client dynamic data demands. Pull-based data
broadcasting needs to possess a great deal of scarce uplink bandwidth. Consequen-
tially, its performance is easily influenced by the changing workload. To overcome
their drawbacks and make full use of their strengths, the hybrid broadcast model was
firstly proposed in [11]. It provides effective data service if the server maintains a
good balance between “data push” and “data pull” [1]. In the model of [11], it is as-
sumed that items are clearly classified into frequent or infrequent data. These two
kinds of data are served by broadcast and on demand respectively. Another hybrid
approach proposed by Acharya et al. [12] allows clients to send data requests to server
through a backchannel and these requests will be broadcasted interleaving with other
data selected by some special broadcast schedules. The deficiency of these ap-
proaches is that the content and the organization of the broadcast are comparatively
static. To overcome this limitation, an adaptive hybrid model was introduced in [5],
which periodically adjusts its broadcast content to match clients’ demands. Measure
of data selection is based on the frequency of each requested data. For each data, the
more popular it is, the more chance it has to be broadcasted.
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Our scheme takes a similar hybrid model as that stated in [5], but adopts a totally
different data selection scheme. Although the application environment in our paper is
hybrid broadcast, this solution is also applicable to other broadcast models.

3 Problem Proposed and Related Definitions

Traditionally, the selection of broadcast data is implemented merely based on the data
of client requests. Hence, the inconsistency and inadequacy of the request information
always leads to the omissions of some popular data. Current existing techniques can-
not tickle such problem efficiently, which calls for some other solutions. Based on our
observation, we find that there are some intrinsic regularities in data requests. Certain
data are often requested together during client transactions. Such information, ex-
pressed in the form of correlations, can be fully utilized to improve the accuracy of
data selection. In our scheme, we use the association rules mining technique to inves-
tigate such correlations.

Let I = {i;, i, ...1,} be a set of distinct items and T = {¢,, 15, . . . t,} a set of vari-
able length transactions, #;C I. An association rule is an implication of the form

A— C,where A, Cc ITand A N C =¢. Confidence of the association rule is defined
as:

CONF(A — C) = sup( AUC)/sup(A) . (1)
Function sup(B) describes the support of an item set, which is just the frequency of B.
sup(B) =|U|/|T] . 2

where U represents all the transactions that contain B, || denotes the size of a data set.

4 Correlation-Based Broadcast Algorithm

Our paper adopts a hybrid broadcast model for data delivery, based on which we
investigate the effect of correlations among data during the process of broadcast data
selection.

4.1 Hybrid Model

The hybrid model adopted in our data dissemination is shown in Fig. 1. It is an exten-
sion of the model proposed in [5]. In this model, there exist three communication
channels, Broadcast Channel, Unicast Channel and Backchannel. Broadcast Channel
is used for broadcasting data from server to clients. Unicast Channel is responsible for
the point-to-point data delivery. Backchannel is in charge of the submission of clients’
data requests. In our model, the popular data for broadcast are kept in the broadcast
queue, whose content will be updated every each broadcast. Clients’ requests, which
are not broadcasted, will be served on demand through Unicast Channel.

Each data item allocated to broadcast queue is assigned with a popularity value,
which is initially set to data access frequency and will be proportionally decreased for
each following broadcast. Data will be excluded from the broadcast queue once its
popularity is lower than the system-predefined popularity threshold. As pointed in [5],
the inherent problem of this method is that it cannot completely capture client data
requirements, which consequently results in a situation that some important data can-
not be broadcasted.
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Fig. 1. Prediction-based broadcast model

4.2 Algorithm

Our proposed algorithm is primarily based on the identification of relationships
among broadcast data. With the induction of the association rule mining technique,
these relationships reflected by co-occurrence can be just extracted from client his-
toric requests. Therefore, given the presence of certain data with affirmative popular-
ity, we can infer some other data with the most popularity probability.

Request Session. In our paper, identification of relationships among data happens in
the context of client request transactions. Client request transaction, known as request
session, is a data unit consisting of data requested by a certain client to satisfy its local
transaction. As introduced in section 4.1, data requests from client to server are
transmitted through the Backchannel. They are initially collected in the form of data
stream. To better understand the client data requirements, we should firstly separate
this original data stream in terms of client-related requests, and further divide each of
them into a number of data sets, each of which reflects an integrated data unit related
to a client request transaction. In our paper, we assume that client requests can be
differentiated according to their unique client ID. For each client, definition of client
request transaction is similar to that defined in [14], which differentiates each two
consecutive transactions according to the interval of client’ requests. Given a set of

continuous requests Q = { q{, q; y e qfn } received from client i, if the access interval

between requests ¢, and g, is more than §, then ¢, and g;,, belong to different

transactions. § is the predefined maximal interval threshold. According to this defini-
tion, Q can be finally divided into a set of request transactions, which will be the basis
of the later data analysis.

Identification of New Popular Data. Let RS = {rs;, rs, ... rs,,} be a set of clients’
request transaction, I = {i;, i, . . . i,,} includes distinct data RS involved. According to
the support concept introduced in section 3, we can always identify a number of popu-
lar data PD = {pd,, pd; ... pd,}, where pd;€ I and sup(pd;) > 6, 6, is the predefined
popularity threshold. Each element pd; will be added to the broadcast queue with its
popularity sup(pd;).

Prediction of Popular Data. According to the principle of [5], popularity of broad-
cast data will decrease gradually. For an item d with an initial popularity p, its popu-
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larity changes to p-n*o after n times broadcast, where o is the decrease factor. d will
be excluded from broadcast once its popularity is lower than the popularity threshold
0o. Obviously, there exist a potential problem under this method. It tends to discard
some popular data, for that these popularities are just assumptions. As a remedy for
these inaccuracies, “temperature probing” method was proposed by [5]. Although it
decreases a certain number of clients’ requests, data sometimes suffer repetitious
exclusion and withdrawal, and it equally influences request respond time. In our
method, according to the relationships identified above, we propose a new solution
that tries to reduce the repetition of exclusion and withdrawal as more as possible.

In our scheme, data for broadcast will be updated periodically. Hence, it is inevita-
ble to involve some add and deletion operations. We denote that data contained in the
broadcast queue BQ is OD. After the identification of current popular data PD, BQ is
denoted as OD U PD. For data belong to OD, they have two disposals, either ex-
cluded or retained. Different from the traditional treatment, our scheme considers not
only the popularity of data themselves but also correlations among data when dealing
with data of OD. An item opd of OD will be kept broadcasting if only it satisfies one
of following conditions: sup(opd) > 6, or there exist some closed relationships be-
tween it and some data in PD. The first condition is easy to judge according to the
previous description, and the second condition is identification based on the correla-
tions aforementioned. The whole process can be divided into the following steps:

1) Association rules mining. According to the confidence definition in section 3,
identify all the valued association rules AR from clients’ history request transac-
tion. Each association rule ar in AR is formed as A— C, A ¢ PD, Cc OD, and
satisfies CONF(ar) > 1, 1 is the minimum confidence threshold.

2) Identification of correlated data. Collect all data of C of any association rule
A — Cin AR, and construct a data set PPD.

3) Disposal of data of OD. Data simultaneously belong to PPD and OD as well as
data satisfying the popularity requirement are kept in BQ, otherwise are excluded.

Prediction-Based Broadcast Algorithm. In general, this proposed scheme consists
of five steps: Firstly, based on the algorithm of Apriori (refer to [14] for details) as
well as client historical requests, dynamically identify a set of association rules, which
reflect the characteristics of client requests within the latest period of time; Secondly,
according to client current requests, construct a data set PD containing current popu-
lar data; Thirdly, recognize a set of satisfactory association rules, which can also indi-
cate the relevance between data of PD and data of current broadcast queue; Fourthly,
modify the popularities of current broadcast data by referring to the association rules
identified above; Finally, update the broadcast queue. The detailed process is de-
scribed in the algorithm 1. Among its parameters, HS is considered as a training data
set that contains some historical requests data. NS represents clients’ current request
transactions, and Q is the broadcast queue. Functions RuleIDF and IsPop are respec-
tively implemented to obtain the association rules inherent in client requests and cur-
rent popular request data. The variable PD denotes a set of popular data gotten from
current data requests, R represents a set of valued association rules obtained from HS,
and CD contains data that exist in Q and simultaneously have most closed correlations
with data in PD. pop(d) represents the current popularity value of item d. The parame-
ter 0 is the system predefined popularity threshold.
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Algorithm 1.

prediction based broadcast (TrainRequestTransaction HS,
CurrentRequestTransactions NS, BQueue Q){

AssociationRule R
PopuarityData PD;
CorrelatedData CD;

R = RuleIDF(HS) ;

PD = IsPop(NS) ;

for each subset SD of PD {

for each rule r in R{
if r is formed as SD— ED{
for each item x in ED{
if x does not exist in CD
add x to CD;

}
}
}
}
For each x in Q
if (x exist in CD)
increase pop (x) ;
else(
decrease pop (x);
if (pop(x) < 6
remove x from Q;

For each data item x in PD
append x to Q;

5 Experimental Study

In this section, we present the experimental results of our proposed scheme. We de-
fine two basic performance metrics. The first one is broadcast data hit ratio. It is de-
fined as the fraction of clients’ requests that can be satisfied by broadcast. The other
one is the average response time of clients’ requests. For the purpose of testing, we
used a combination of synthetic and real data sets. The synthetic data is used as an
ideal case. There are some predefined association rules and a set of fixed popular data
items. The real data in our experiments are the historical data of the anonymous web
from msnbc.com that are obtained from http://kdd.ics.uci.edu/. The source of the data
came from the Internet Information Server logs at msnb.com, which described the
page visits of 989,818 users during the twenty-four hour period. We assume that the
broadcast and the unicast rates are 8Mbps while the uplink is 1Mbps. We performed
experiments under various clients’ request transactions. The number of each client’s
request transactions is range from 100 to 150.

In order to get a better understanding of the efficiency of this scheme, the first part
of the experiments aims to demonstrate the effect of our approach on the average
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broadcast data hit ratio. To get a more clear comparison, we adopted the static work-
loads and the ratio of request is 500 per second. For experiments executed on syn-
thetic data, we set the minimum popularity support threshold to 30 percent and the
minimum similarity confidence threshold to 60 percent. For other experiments applied
to real data, due to the sparseness of clients’ requests, we set those two parameters to
1 percent and 40 percent respectively. For comparative study, we contrasted our
scheme (PB) with the optimal broadcast scheme (OB) that can periodically broadcast
the theoretically optimal data and the base broadcast scheme (BASE) that does not
any prediction. We randomly selected eight clients and illustrated their average hit
ratio. As shown in Fig. 2 and Fig. 3, the extra information of correlations among data
plays a strong assistant usage. It is help to make a better identification of data popu-
larity, and thereby lead to a more accurate broadcast data selection.
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Fig. 2. Fixed workload with synthetic data
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Fig. 3. Fixed workload with real data

In the experiments, we further evaluate the impact of the access ratio on the system
response time with dynamic workloads. Considering the dynamic request ratio, we
iterate our experiments with different popularity threshold. They are also inversely
proportional to the request ratio. The minimum similarity confidence threshold is not
change and is same to the previous set. Fig. 4 shows the average response time of
requests under the synthetic data. We measure the performance by logical time units.
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As shown in Fig. 4, performance of the system without prediction cannot accommo-
date well to the gradually increased workloads. Inversely, our prediction-based hybrid
delivery approach can well scale to the workloads and exhibit a satisfied performance.
This proposal is also evaluated with real experimental data. From the results shown in
Fig. 5, we notice that there is a significant difference between our system and the
optimal system. It is for the dynamic nature of clients’ demands, which make the
changes of client access pattern. However, in general, our proposal can still show
good adaptability when request rate increases.
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Fig. 4. Average response time as a function of request rate under synthetic data

6 Conclusions

In this paper, we sufficiently study the implicit regularities attached to clients’ access
behaviors, as well as their impact to broadcast selection. We extend a hybrid data
delivery model and apply the association rule mining technique to disclose the corre-
lations among different data items. These correlations exert an important influence on
the selection of the content broadcasted. The experiments have showed that it is an
effective method, which can achieve more exact data broadcasting.
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Abstract. Approximate query processing is an adequate technique to
reduce response times and system load in cases where approximate re-
sults suffice. In database literature, sampling has been proposed to evalu-
ate queries approximately by using only a subset of the original data. Un-
fortunately, most of these methods consider either only certain problems
arising due to the use of samples in databases (e.g. data skew) or only
join operations involving multiple relations. We describe how well-known
sampling techniques dealing with group-by operations can be combined
with foreign-key joins such that the join is computed after the generation
of the sample. In detail, we show how senate sampling and small group
sampling can be combined efficiently with the idea of join synopses. Ad-
ditionally, we introduce different algorithms which maintain the sample
if the underlying data changes. Finally, we prove the superiority of our
method to the naive approach in an extensive set of experiments.

1 Introduction

As a result of rising computation and storage capacities, data acquisition has
become simpler and more versatile. The amount of information stored on a wide
range of different media has increased tremendously during the past years [1].
Data warehouse systems integrating different databases are capable of persis-
tently storing this surge of information. However, it is rather difficult to ex-
tract knowledge from these voluminous databases, since the respective database
queries usually suffer from long runtimes. Often an approximate but fast answer
is the better alternative, e.g. to support interactivity. Sampling is a widely used
technique which balances query result accuracy and response time.

The well-known simple random sampling (SRS) selects a fixed-sized random
subset of a relation such that every possible subset has the same probability
of being drawn. Approximate query evaluation using SRS assumes that the un-
derlying data is uniformly distributed. In order to circumvent this restriction
and to extend SRS to multiple relations, several techniques have been proposed.
However, they only address either data distribution or join processing. We show
how to combine sampling techniques developed to accurately answer group-by
queries [2, 3] with the well known technique of join synopses [4] for foreign-key
joins.

M. Jackson et al. (Eds.): BNCOD 2005, LNCS 3567, pp. 120132, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Related Work. The New Jersey Data Reduction Report [5] provides an over-
view of approximate query processing in general. Database-specific sampling
techniques can be divided into two classes: online sampling, which computes the
sample at query execution time, and offline sampling, which pre-computes the
sample and materializes it in the database. Obviously, by using offline sampling
it is possible to spend more effort in the computation of the sample in order
to increase the accuracy of approximate results. However, the sample has to be
maintained if the data is modified.

The method of online aggregation [6] belongs to the former of the two classes
mentioned above. The main idea is to present the user with iteratively refined
approximate results for aggregation queries. However, most sampling techniques
generate the sample offline in order to deal with data skew (e.g. non-uniformly
distributed value frequencies). Reservoir sampling [7, 3] allows the computation
of a sample of predefined size. ICICLES [9], developed by Ganti et. al., attempts
to generate and maintain a sample tailored to the actual query workload. The
outlier indexing [10] detects outliers within the data and uses this knowledge for
sample computation.

The main problem of bringing together sampling and join is the fact that
these two operations do not commute. For two relations R; and Ro, it holds in
general:

Therefore, it is not possible to compute a sample of a join by only using the
samples of the participating relations [!1]. Fortunately, in the common case of
an N:1-relationship as appearing in star and snowflake schemes the situation is
less difficult, because it is possible to sample at least one of the involved relations:

SRS(Rl XIN-.1 Rg) = SRS(Rl) XIN-.1 R2

This property is the foundation of join synopses [1] which pre-calculate samples
over foreign-key relationships. With the help of this technique, expensive joins
are avoided at query execution time (sec. 2.1).

Typically, data is not uniformly distributed. This data skew causes enor-
mous problems if sampling is not applied carefully. For instance, the small group
problem appears: if the values of the grouping attributes are not uniformly dis-
tributed with regard to their frequency, groups consisting of only a few tuples
appear infrequently in the sample and, thus, contribute to the approximate re-
sult infrequently. Group-based sampling techniques such as senate sampling [2]
and small group sampling [3] deal with this problem.

Outline. The remainder of the paper is organized as follows. Section 2 provides
an overview of fundamental techniques which deal with sampling, join and group-
by. Additionally, we introduce the concept of a foreign-key tree which orders
relations into a hierarchy (thus the name), and we explain a naive combination
approach. In sections 3 and 4, we introduce algorithms superior to the naive
one. Section 5 presents an extensive experimental evaluation. Finally, a summary
concludes the paper in section 6.
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2 Sampling, Join and Group-by

This section briefly introduces sampling techniques for join operations as well
as group-based sampling. The new concept of foreign-key trees serves as the
foundation for the combination of these techniques.

2.1 Join Synopses

Acharya et. al. combine sampling and

foreign-key joins by creating so-called [ ) / \

join synopses [1]. The foreign-key re-

lationship of a relation R; with for- A A
eign key fk to a relation Ry is denoted /\ " )

Ry —j; Ra. The symbol = denotes the “ # ‘
transitive closure of —, and =* the re- C——»D

flexive transitive closure. A foreign-key
graph visualizes — over a schema (cf.
Fig. 1, left). Every node represents a relation (and vice versa), every edge models
a foreign-key relationship. The example shows a relation A which has two foreign
keys fk, and fk, to relation B, i.e., A references B twice.

A join Ry 1 Rg is a foreign-key join (FKJ) with source relation Ry, if
the join condition compares a foreign key of R; with the primary key of Ro
(R1 — Rg) for equality. The result of the FKJ consists of the primary key of the
source relation, and the foreign keys of all involved relations. If it is joined with
additional relations by using one of its foreign keys, another FKJ with the same
source relation is created — thus, there is always exactly one source relation,
which is used as a starting point. Between a relation R and an FKJ with source
relation R, there is a 1:1-relationship. Informally, the FKJ looks up foreign keys
in the respective relations and extends each tuple of the source relation by the
result. A simple example scenario is shown in Figure 2. On the right, the result
of the FKJ Emp > Dep <1 Loc is presented.

In the following, we assume that the foreign-key graph is free of cycles. In
this case, a mazimum foreign-key join (MFKJ) can be determined for every
relation. It is free of redundancy; for example, it eliminates joins like A g,
B, ... X<, B (cf. Fig. 1, left). We introduce foreign-key trees to model such
maximum foreign-key joins.

Fig.1. F.k. graph (left) & tree (right)

_ Employee (Emp) Department (Dep) JImax(EMP
Employ Name  [DepNo|. [DepNo Name LocNr] Name |DepNo Name LocNo |Location
Smith 1 1 Administration | 1 Smith 1 |Administration| 1 North
Jones 2 2 [Manufacturing| 3 Jones 2 |Manufacturing| 3 North
Williams 2 3 |Manufacturing| 1 Williams | 2 |Manufacturing| 3 North
Taylor 3 4 | Administration | 2 Taylor 3 |Manufacturing| 1 North
Department Brown 3 . ) Brown 3 |Manufacturing| 1 North
\ Location (Loc) N N
Davies 3 : Davies 3 |Manufacturing| 1 North
LocNo [Location .
Evans 3 7 North Evans 3 [Manufacturing| 1 North
\Wilson 4 2 South Wilson 4 |Administration| 2 South
Location Thomas 4 3 North Thomas | 4 |Administraton| 2 South

Fig. 2. Example scenario and maximum foreign-key join
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Definition 1. The foreign-key tree tree(R) of a relation R is made up of a root
node r with associated relation rel(r) = R. For each foreign-key relationship of
type R —p, S, the foreign-key tree of S is connected to r with the edge r — g
tree(S).

Figure 1 (right) shows the foreign-key tree (FKT) of relation A. There is an
N:1-relationship between nodes and relations. The MFKJ consists of one join
operation per edge of the foreign-key tree. In detail, each node is joined with the
MFKJ of its successors’. The MFKJ J,,q:(A) of relation A is given by:

Jmaz(A) = A, (B o<, (C gy, D) o<ipy, D)
D, (B >, (C >, D) gy, D)

The join synopsis of a relation R resembles a random sample of J,q4.(R).
Due to the 1:1-relationship of tuples in R and Jy,4.(R), it is possible to sample
R before executing the join, i.e., the sample U = SRS(R) is computed and af-
terwards, it joined with all the relations of the FKT, yielding Jy,q(U). This is
crucial for the practicability of the method, since the complete MFKJ is very ex-
pensive to obtain. If a join synopsis is created for every relation of a schema, it is
possible to approximately answer all queries with FKJs by using the appropriate
Synopsis.

2.2 Senate Sampling

Senate sampling [2] attacks the problem of sampling small groups; it ensures
that all groups appear in the sample. This is achieved by assigning the same
amount of space in the sample to each group. Therefore, it is necessary that all
potential grouping attributes are already known in advance. Furthermore, the
number of the non-empty groups has to be smaller than the size of the sample.
Thus, it is guaranteed that for every group there is at least one tuple reserved
in the sample.

The sampling process requires one scan of the relation. For each group, the
algorithm creates an independent reservoir [7], i.e. a temporary relation usually
stored in main memory. At any time, the reservoir contains a random sample of
all tuples of its group. If m groups have been seen so far, the size of each reservoir
is limited to s, = ' tuples with n being the sample size. Therefore, each first
occurrence of a group yields to a decrease of the size of all reservoirs. After all
tuples have been processed, the reservoirs are written into a single sample table.

By using the senate sample, group-by queries can be answered approximately
and without losing any group. However, the procedure has some inherent dif-
ficulties: it is often the case that the number of groups is too high because of
the consideration of all potential grouping attributes and, thus, no useful sample
can be generated. Alternatively, it is possible to compute multiple samples, each

! In the following, the term “node” is used synonymously for the relation associated
with it; e.g., the tuples of a node a refers to the tuples of the relation A assigned to
that node, actually
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for a subset of the grouping attributes. Furthermore — if we limit the number of
grouping attributes — small groups contain usually far less tuples than they have
space in the sample. As a result, parts of the sample remain unused.

2.3 Small Group Sampling

Another approach to solve the small-group problem has been developed by Bab-
cock et.al. and is called small group sampling (SGS, [3]). It generates multiple
sample tables and selects an adequate subset of them at query evaluation time.
The basic idea of SGS is to create a so-called small group table (SGT) for each
attribute of the base relation. These small group tables include all tuples which
have a rare value in the respective attribute. Therefore, the SGTs of a query’s
grouping attributes consist of tuples belonging to small groups. Additionally, a
random sample of the base relation is generated. In general, this base sample
covers tuples which belong to large groups.

The user has to define three parameters for the generation of the small group
sample. First, the base sampling rate r (0 < r < 1) determines the size n of the
base sample in dependency of the number N of the tuples in the base relation
(n = N -r). Second, if an attribute has more than 7 distinct values, no SGT is
generated. Therefore, 7 is used to determine which attributes are likely to appear
in a group-by clause. Finally, the small group fraction f defines the upper size
limit of an SGT (nggr < N - f). Only the most rare attribute values appear in
the SGT. Thus, f implicitly draws the line between rare and frequent.

The computation of the SGS consists of two phases, each requiring one table
scan. First, a histogram is generated for each attribute. With their help, it is
possible to decide which values are rare. In the second phase, this knowledge
is used to generate the base sample and the SGTs. At query processing time,
the base sample and the SGTs of the respective grouping attributes are used
for approximate query evaluation. All tuples of groups which consist of at least
one rare value in a grouping attribute are completely covered by an SGT — their
aggregate is calculated exactly. All other groups are served by the base sample
and evaluated approximately.

Dependencies between attributes may cause the SGS to miss some groups.
Often, small groups which consist of frequent values only are not represented in
the sample. But in contrast to senate sampling, the grouping attributes do not
have to be known in advance and, thus, a small group sample is designed for
arbitrary grouping attributes. However, the parametration is quite difficult. Ad-
ditionally, functional dependencies between attributes lead to redundant SGTs,
e.g., the SGT of an attribute country name is likely to be equal to that of the
attribute country code.

2.4 Naive Combination

By combining join synopses and group-based sampling, we are able to answer
queries with foreign-key joins and/or group-by approximately. It is not mean-
ingful to simply use the MFKJ of a senate or small group sample, since thereby
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only attributes of the source relation would be considered as potential grouping
attributes. Alternatively, the complete MFKJ of the source relation could be
calculated and sampled afterwards. This naive approach is not feasible in most
cases due to its high computation costs. Instead, we introduce new algorithms
called hierarchical senate sampling (HSEN) and hierarchical small group sam-
pling (HSGS), which result in samples identical to that of the naive approach
but which are more efficient to obtain. Therefore, we show how to pull sampling
before the join as done for join synopsis computation.

3 Hierarchical Senate Sampling

HSEN requires the FKT of the source relation as its input. Unlike in regular
senate sampling, grouping attributes are defined at node level. Therefore, it is
possible to assign different grouping attributes to relations that appear more
than once within the tree. Throughout the paper, we use the scenario shown
in Figure 2 as an example. Note that the foreign-key graph and the foreign-key
tree of Emp are equal. Futhermore, let Loc.Location and Dep.Name be grouping
attributes. In the following, we describe the computation of HSEN, which is
divided into two phases.

3.1 Phase 1: Group Tables

Regular senate sampling determines the group of each tuple by extracting the
values of the grouping attributes. Unfortunately, this is not possible if multiple
relations are involved. Therefore, additional information has to be gathered from
the data before sampling the source relation.

Definition 2. The group table GT, of a node u contains one entry for every
tuple of u. Fach of these entries consists of a primary key and a group identifier
(GID).

Thus, the group table (GT) captures the relationship between tuples and
groups (cf. Fig. 3, left), which in turn are represented by a unique group iden-
tifier (GID). With their help, the group of a tuple of the source relation can be
determined by looking up its foreign keys in the GT's of the respective referenced
nodes. The actual values of the grouping attributes are not of interest. It is suf-
ficient that tuples belonging to the same group have the same GID, and that
tuples belonging to different groups have a different GID as well.

The group table does not have to be calculated for every node. A node
is called directly grouping-relevant if at least one grouping attribute has been
defined on it. In the example, this applies to the nodes Loc and Dep. Addition-
ally, a node is called indirectly grouping-relevant if one of its successor nodes is
grouping-relevant. This holds for Dep and Emp.

The first phase of HSEN computes the GTs of all grouping-relevant, direct
successor nodes of the source relation. The algorithm starts with those nodes
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e Phase 1 e Phase 2"\
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LocNo | Location PK [ GID Name  [DepNo— GID Name  |DepNo
1 Norh | _ o [1 1 Smith 151 Smith 1
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3 | Manufact. 151 3 2 ¥‘:'5°" i—’ g Taylor 3 Manufact. |...
4 Administr. 252 4 3 omas = Thomas| 4 Manufact. |...
\ 2N 4

Fig. 3. Computation of the hierarchical senate sample

which do not have any grouping-relevant successor, and subsequently, proceeds
backwards along the foreign-key relationships to the root node (bottom-up).

Let u be the node currently processed and let v1, ..., v, be its direct, group-
ing-relevant successors. The computation of GT,, requires one scan of u. If k =
0, i.e. u has no successor nodes with grouping attributes, each tuple’s group
is determined by simply using the values of the grouping attributes defined
on it. A unique GID is assigned to each group. Thereby, a temporary data
structure captures the 1:1-relationship between groups and GIDs. For each tuple,
an entry consisting of its primary key and its GID is included in the GT. For
instance, Fig. 3 shows the GT of Loc. The relationship between groups and GIDs
is {(North, 1), (South,2)}.

In order to calculate the GT of an indirectly grouping-relevant node (k > 0),
the GTs of all its direct, grouping-relevant successors must be known. For exam-
ple, GT Lo is required to calculate GT pep. In general, the procedure is identical
to the one for k = 0. However, the value of every foreign key to a successor node
is looked up in the respective group table. Afterwards, the obtained GID is used
as an additional grouping attribute. Therefore, groups generated by successor
nodes are considered, too. The complete algorithm is presented in more detail
in the full paper [12].

The GT of the node Dep is shown in the lower left of Fig. 3. For its computa-
tion, the attribute Name and the GID out of GT 1, have been used as grouping
attributes. By now, GT 1, is not needed anymore and is therefore deleted. The
first phase is finished at this point, since there is no need to calculate a GT for
the root node.

3.2 Phase 2: Sampling

The sampling of the source relation is almost identical to regular senate sampling.
The only difference is that foreign keys have to be looked up in the GT of the
respective successor node, and the obtained GID has to be used as additional
grouping attribute. Due to space restrictions, this algorithm is not presented
here.

Figure 3 (right) depicts a possible sample of size n = 3. One tuple is sampled
from each of the groups (Adm, N), (Man, N), and (Adm, S). Finally, the MFKJ
of this sample has to be calculated. In the full paper [12], we discuss several
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optimizations of the algorithm presented here and describe how to maintain the
sample incrementally.

4 Hierarchical Small Group Sampling

As with senate sampling, SGS can be naively extended to multiple relations using
the MFKJ of the source relation. By proceeding hierarchically, the computation
costs are lowered noticeably and, thus, the method becomes practicable. Two
core problems have to be solved: the determination of rare values on the one
hand and of all tuples with these values on the other hand. The hierarchical
approach is structured into 3 phases: phase 1 deals with the former of the two
problems, phase 2 with the latter. In Phase 3 the base sample and the SGTs are
computed.

4.1 Phase 1: Histogram Calculation

As explained in section 2.3, the determination of rare values requires a histogram
for each attribute. If there is only one relation R, their calculation is simple.
However, if multiple relations have to be considered, it is not possible to calculate
the histograms” of every relation separately, since the influence of the foreign
keys is lost otherwise. Instead, the number of references to every tuple has to be
considered during histogram calculation.

Definition 3. The reference table RT, ., contains the primary key of every
tuple of node v together with the number of tuples of node u that reference it via
foreign keys (u = v). Non-referenced tuples do not appear in the reference table.

For example, Fig. 4 (upper left part) shows the reference table RT gmp= Dep,
which captures the number of references of every tuple in Dep. For instance,
the department with the number 3 is referenced four times. Subsequently, the
reference table is used for histogram calculation. Let w be the root node of the
FKT. Then, the reference table RT, -, is required for the computation of the
histograms of a node v. The reference count is used as a weight for each tuple.
For instance, the tuple (3, Adm, 1) of Dep is counted four times.

The computation of histograms and reference tables is done simultaneously.
In fact, the RT of a node v equals the (weighted) histogram of the foreign key
attributes of its predecessor x, that is, the reference table RT, -, is computed
together with the histograms of x. Since the root node w has no predecessor,
its histograms and reference tables to successor nodes are computed first and
without any weighting. Subsequently, the FKT is traversed top-down. For each
tuple of a node v, its primary key is looked up in the reference table RT -,
and the obtained reference count is used as tuple weight, i.e. as scale factor.
Therefore, the histograms are identical with those of the respective attributes in
the MFKJ Jp,q.(rel(w)). Please refer to the full paper [12] for a more detailed
description of this algorithm.

2 The histogram of the attribute ¢ of node u is denoted H, ;
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Fig. 4. Phase 1 and 2 of the computation of the hierarchical small group sample

After processing a node u, RT—, is not needed anymore and therefore
deleted. Furthermore, all histograms are restricted to rare values, i.e. iteratively,
the most frequent value is removed until the number of tuples represented by the
histogram does not exceed the upper size limit anymore. All remaining tuples
will be included in the SGT later on (cf. sec. 2.3). Attributes with more than 7
distinct values or without any rare values do not require a histogram anymore.

In the left of Figure 4, the first phase of hierarchical small group sampling
is illustrated. In the example, the maximum number of distinct values is set
to 2, the upper size limit of an SGT to 3. Therefore, only the histograms of the
attributes Dep.Name and Loc.Location remain.

4.2 Phase 2: Key Sets and Assignment Sets

An SGT has to be generated for each attribute for which there is a non-empty
histogram remaining after the first phase. Now, we have to determine which
tuples of the source relation have to be included in which SGTs. Thus, the
restricted histograms are converted step by step to so-called key sets (KS, per
attribute), which consist of the primary keys of all tuples with rare values.

Definition 4. The key set LY . of a histogram H, ; contains the primary keys

U,

of all tuples of w, whose value of the attribute i appears in the histogram.

Since the restricted histograms contain rare values only, this applies to the
key sets, too. All histograms but those of the root node have to be converted
to key sets according to definition 4. Thereby, the FKT is traversed bottom-up
and a second table scan is performed at every node with at least one non-empty
histogram. Figure 4 (right) shows the key sets L£S¢ ;. and ngg, Name for the
example scenario. According to these key sets, the location with primary key 2
as well as the departments with primary keys 1 or 4 have a rare value in the
attribute Location and Name respectively (cf. Fig. 2).

Additionally, when processing a node v the key sets of its direct successor
nodes have to be converted to the primary keys of v.

Definition 5. Let v, u, and x be three nodes in the foreign-key tree with v # u
and v — u =" x, and assume that Ly ; is known. Then, the key set L} ; contains
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the primary keys of all tuples from v, whose foreign keys to w appear in the key
set LY ,.

To summarize, the key set L7 ; contains all those primary keys of v which
lead to rare values of the attribute ¢ of node x. The key sets of the leaf nodes
(covered by definition 4) are used as a starting point. In this case, v and x refer
to the same node. For instance, it holds Dep — Loc =* Loc in the example
scenario. Therefore, the key set L%° Loc,Loc. 18 converted to L? LOC Loc. according to
definition 5. It contains the prlmary keys of all tuples of Dep whose foreign key
to Loc is present in the key set L? LOC’ Loc.- In other words, the department with
the primary key 4 leads to a rare value in the Loc.Location attribute.

An assignment set (AS, per node) integrates all the key sets of a specific
node.

Definition 6. The assignment set M} of a node u consists of the key sets Ly ;
of all restricted histograms H,, ;. If u has the direct successor nodes vi, ..., Uk,
M} additionally contains all key sets out of M[*, ..., M;* converted to primary
keys of u according to definition 5

Thus, all key sets of the assignment set M} contain primary keys of u only.
In the example scenario, there are two AS: M[°¢ = {L7% .} and MP? =

{ngg Name> Lfoecp Loc.} (cf. Fig. 4). The computation of an AS requires the AS of
all successor nodes. This is the reason why the FKT has to be processed bottom-
up. Note that after the assignment set of a node u has been created, neither its
histograms nor the assignment sets of its successors are needed anymore. Please
refer to the full paper [12] for further details.

Only the assignment sets of the direct successors of the root node are the
output of the second phase. Subsequently, they are used to sample the source

relation.

4.3 Phase 3: Sampling

Just as with regular SGS, the sourcere- - P Bhase 37\
1 1 Employee Name  [DepNo
lation is scanned once to compute the i e Elones | 2
base sample and the SGTs. For each F ! :EZ{/';; 2
. . ones
attribute of the source relation, the as- wiliams | 2 | Lo e
b 3
. . . Taylor 3 DepNo gName  DepNo
signment of tuples to SGTs is done with Brown | 3 7 SrSmity 1
. . i l- Wilson 4
the help of its histogram. For all other Davies | 3 < Blmhomas | 4
attributes, the assignment sets are used Plisem || 4 L. 4Name _|DepNo)
’ ’ Thomas | 4
. . DepN p = |Wilson 4
that is, for each direct successor node L 4 O|Thomas | 4 )
v the respective foreign key of the cur-
rent tuple is extracted and looked up Fig. 5. Phase 3 of HSGS

in every key set L, within M7. If it is present in there, the current tuple is
copied to the SGT of attribute ¢ of node x. For example, only the tuples with
department number 1 or 4 are included in the SGT of Dep.Name (Fig. 5) since

ngg, Name contains the keys 1 and 4 only.
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Finally, the MFKJ of the base sample and the SGTs has to be computed.
Since a tuple may appear in more than one sample table, it is worth computing
the join before writing the sample tables in order to avoid unnecessary effort.
Again, the discussion of several optimizations as well as sample maintenance is
postponed to the full paper [3].

5 Evaluation

The hierarchical sampling techniques have been prototypically implemented and
compared to the naive approach. The database (IBM UDB v8.1) has been ad-
dressed by a Java middleware, in which the sampling techniques have been inte-
grated. The naive techniques have been implemented by using a view, and the
hierarchical techniques have been implemented as described in the previous sec-
tions. The test system has been an AMD Athlon™XP 3000+ with 2 GB main
memory. All tests have been executed with the TPC-D benchmark [13] and arti-
ficially skewed data. The size of the processed data is expressed by a scale factor.
The relations Nation and Region have been excluded, since they only contain
few tuples and do not scale. The skewness of the data has been simulated by a
Zipf distribution with Zipf factor z. The Zipf factor z = 1 represents a uniform
data distribution. A higher value of z yields more skewed data.

For an evaluation of the quality of the hierarchical senate sample, we used
Customer.Nationkey and Part.Type as grouping attributes. The sampling rate
has been 5%, the Zipf factor z = 1.5. Figure 6 compares the computation time of
the sample and the main memory requirements. For large amounts of data, the
hierarchical approach requires about 40% of the time the naive approach takes.
The main memory requirements are almost identical for both approaches, even
though the hierarchical approach uses additional data structures. The reason
lies in the different use of the temporary reservoirs: on the one hand, they only
consist of tuples from the source relation (hierarchical); on the other hand, these
tuples are joined with all referenced relations in advance, and thus, become much
bigger (naive).

Figure 7 depicts the influence of the sampling rate on the computation time
and the memory requirements. The scale factor 0.1 has been used. The hierar-
chical approach accelerates the naive approach by a constant amount, i.e. it is
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mostly independent from the sample size. However, the naive approach needs
considerably more main memory with increasing sampling rates.

The same measurements have also been done for hierarchical small group
sampling. The results are almost identical. The only difference is the fact that
small group sampling needs considerably less main memory space both in the
naive and the hierarchical variant, but requires more computation time instead.
Due to space restrictions, these results are not shown in here.

As can be seen in Figure 8 (left), group-based sampling decreases the amount
of non-recognized groups considerably. A grouping by Customer.Nationkey and
Supplier. Nationkey has been done, the scale factor has been set to 0.1, and the
metrics from [3] have been used. For a uniform data distribution (z = 1), all
three sampling techniques offer comparable quality. But with increasing data
skew, simple join synopses (HSRS) lose almost all small groups, while the HSGS
only misses a few. The higher the data skew, the fewer middle-sized groups
exist and the better small group sampling works. Finally, the HSEN recognizes
all groups. It draws an advantage from the fact that it knows the grouping
attributes in advance. The accuracy of the different techniques (cf. Figure 8,
right) is evaluated similarly. For each group, the average revenue (price minus
discount) has been calculated. Its root mean square error is shown in the figure.

Figure 9 (left) depicts the speed increase by approximate query processing
with a sample size of 5% (logarithmic scale units). A scale factor of 0.1 has been
used. The response time of join synopses and hierarchical group-based techniques
is identical. On average, it is about 2.5% of the time required to compute the
exact answer. As can be seen in Figure 9 (right), the sampling rate has a linear
effect on the response time of an approximate query, relative to the one of an
exact query.

6 Summary

We have shown how to efficiently combine foreign-key joins and group-based
sampling. The resulting samples can be used to approximately answer queries,
in which a relation and the relations referenced by it via foreign-key relationships
are joined and/or in which groupings appear. It is not necessary to access the
base data; all the required information is present in the sample.
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Our approaches can also be applied to other sampling techniques. For exam-
ple, with the help of reference tables, the outliers detected by outlier indexing
can be determined more efficiently.
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Abstract. With the increasing amount and diversity of information available on
the Internet, there has been a huge growth in information systems that need to
integrate data from distributed, heterogeneous data sources. Tracing the lineage
of the integrated data is one of the problems being addressed in data warehousing
research. This paper presents a data lineage tracing approach based on schema
transformation pathways. Our approach is not limited to one specific data model
or query language, and would be useful in any data transformation/integration
framework based on sequences of primitive schema transformations.

1 Introduction

A data warehousing system collects data from distributed, autonomous and heteroge-
neous data sources into a central repository to enable analysis and mining of the inte-
grated information. However, sometimes what we need is not only to analyse the data in
the integrated database, but also to investigate how certain integrated information was
derived from the data sources, which is the problem of data lineage tracing (DLT). Sup-
porting DLT in data warehousing environments has a number of applications: in-depth
data analysis, on-line analysis mining (OLAM), scientific databases, authorization man-
agement, and materialized view schema evolution [2, &, 9, 13, [8].

AutoMed' is a heterogeneous data transformation and integration system which of-
fers the capability to handle data integration across multiple data models. In the Au-
toMed approach, the integration of schemas is specified as a sequence of primitive
schema transformation steps, which incrementally add, delete or rename schema con-
structs, thereby transforming each source schema into the target schema. We term the
sequence of primitive transformations steps defined for transforming a schema S into
a schema Sy a transformation pathway from Sy to Ss.

In [1 1] we discussed how AutoMed metadata can be used to express the schemas
and the cleansing, transformation and integration processes in heterogeneous data ware-
housing environments. In this paper, we focus on how AutoMed metadata can be used
for tracing the lineage of data in an integrated database.

The outline of this paper is as follows. Section 2 gives a review of related work. Sec-
tion 3 gives an overview of AutoMed, as well as a data integration example. Section 4
presents our DLT techniques, including the DLT formulae developed to handle virtual
intermediate lineage data and the DLT algorithm operating along a general schema
transformation pathway. Section 5 gives our concluding remarks.

! See http://www.doc.ic.ac.uk/automed/

M. Jackson et al. (Eds.): BNCOD 2005, LNCS 3567, pp. 133-144, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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2 Related Work

The problem of data lineage tracing in data warehousing environments has been for-
mally studied by Cui et al. in [6—8]. In particular, the fundamental definitions regard-
ing data lineage, including tuple derivation for an operator and tuple derivation for a
view, were developed in [&], as were methods for derivation tracing with both set and
bag semantics. Their work has addressed the derivation tracing problem using bag se-
mantics and has provided the concept of derivation set and derivation pool for tracing
data lineage with duplicate elements. Reference [6] also introduces a way to trace data
lineage for complex views in data warehouses. However, the approach is limited to the
relational data model.

Another fundamental concept of data lineage is discussed by Buneman et al. in
[4], namely the difference between “why” provenance and “where” provenance. Why-
provenance refers to the source data that had some influence on the existence of the
integrated data. Where-provenance refers to the actual data in the sources from which
the integrated data was extracted.

In our approach, both why- and where-provenance are considered, using bag seman-
tics. Our previous work [ 0] defines the notions of affect-pool and origin-pool for data
lineage tracing in AutoMed — the former derives all of the source data that had some
influence on the tracing data, while the latter derives the specific data in the sources
from which the tracing data is extracted. In that work we develop formulae for deriv-
ing the affect-pool and origin-pool of a data item in the extent of a materialised schema
construct created by a single schema transformation step. Our DLT approach is to apply
these formulae on each transformation step in a transformation pathway in turn, so as
to obtain the lineage data in stepwise fashion.

Cui and Widom in [7] also discuss the problem of tracing data lineage for gen-
eral data warehousing transformations, that is, the considered operators and algebraic
properties are no longer limited to relational views. However, without a framework for
expressing general transformations in heterogeneous database environments, most of
algorithms in [7] are recalling the view definition and examining each item in the data
source to decide if the item is in the data lineage of the data being traced. This can be
expensive if the view definition is a complex one and enumerating all items in the data
source is impractical for large data sets.

Reference [ | 8] proposes a general framework for computing fine-grained data lin-
eage, 1.e. a specific derivation in the data source, using a limited amount of information,
weak and verified inversion, about the processing steps. Based on weak and verified
inversion functions, which must be specified by the transformation definer, the paper
defines and traces data lineage for each transformation step in a database visualization
environment. However, the system cannot obtain the exact lineage data, only a number
of guarantees about the lineage is provided. Further, specifying weak and verified in-
version functions for each transformation step is onerous work for the data warehouse
definer. Moreover, the DLT procedures cannot straightforwardly be reused when the
data warehouse evolves. Our approach considers the problem of data lineage tracing at
the tuple level and computes the exact lineage data. Moreover, AutoMed’s ready sup-
port for schema evolution (see [ | 2]) means that our DLT algorithms can be reapplied if
schema transformation pathways evolve.
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One limit of our earlier work described in [10] is that we assumed the transforma-
tion pathway used by our DLT algorithm is fully materialised, i.e. new schema con-
structs created along the pathway are materialised. In practice, we need to handle the
situation of virtual or partially materialised transformation pathways, in which interme-
diate schema constructs may or may not be materialised. In this paper, we describe an
approach for tracing data lineage along a general schema transformation pathway.

3 Overview of AutoMed

AutoMed supports a low-level hypergraph-based data model (HDM). Higher-level mod-
elling languages are defined in terms of this HDM. For example, previous work has
shown how relational, ER, OO [15], XML [19], flat-file [3] and multidimensional [ 1]
data models can be so defined. An HDM schema consists of a set of nodes, edges
and constraints, and each modelling construct of a higher-level modelling language is
specified as some combination of HDM nodes, edges and constraints. For any mod-
elling language M specified in this way, via the API of AutoMed’s Model Definitions
Repository [3], AutoMed provides a set of primitive schema transformations that can
be applied to schema constructs expressed in M. In particular, for every construct of
M there is an add and a delete primitive transformation which add to/delete from a
schema an instance of that construct. For those constructs of M which have textual
names, there is also a rename primitive transformation.

In AutoMed, schemas are incrementally transformed by applying to them a se-
quence of primitive transformations %1, ...,t,.. Each primitive transformation adds,
deletes or renames just one schema construct, expressed in some modelling language.
Thus, the intermediate (and indeed the target) schemas may contain constructs of more
than one modelling language.

Each add or delete transformation is accompanied by a query specifying the extent
of the new or deleted construct in terms of the rest of the constructs in the schema. This
query is expressed in a functional query language IQL’. The queries within add and
delete transformations are used by AutoMed’s Global Query Processor to evaluate an
IQL query over a global schema in the case of a virtual data integration scenario. In the
case that the global schema is materialised, AutoMed’s Query Evaluator can be used
directly on the materialised data.

3.1 Simple IQL

In order to illustrate our DLT algorithm, we use a subset of IQL, Simple IQL (SIQL), as
the query language in this paper. More complex IQL queries can be encoded as a series
of transformations with SIQL queries on intermediate schema constructs. We stress
that although illustrated within a particular query language syntax, our DLT algorithms
could also be applied to schema transformation pathways involving queries expressed
in other query languages supporting operations on set, bag and list collections.

2 IQL is a comprehensions-based functional query language. Such languages subsume query
languages such as SQL and OQL in expressiveness [5]. We refer the reader to [14, 17] for
details of IQL and references to work on comprehension-based functional query languages
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Supposing D, D; ..., D,, denote bags of the appropriate type (base collections),
SIQL supports the following queries: group D groups a bag of pairs D on their first
component. distinct D removes duplicates from a bag. £ D applies an aggregation
function £ (which may be max, min, count, sum or avg) to a bag. gc £ D groups
a bag D of pairs on their first component and applies an aggregation function £ to the
second component. ++ is the bag union operator and —— is the bag monus operator
[1]. SIQL comprehensions are of three forms: [x|x1 < D1;...;X, < Dp;Cr;...; Ckls
[x|x < Dj; member Dy y|, and [x|x < D;j; not(member Dy y)]. Here, each x1,
..., Xp, 18 either a single variable or a tuple of variables. x is either a single variable or
value, or a tuple of variables or values, and must include all of variables appearing in
X1, ..., Xn. Bach Cq, ..., Cy, is a condition not referring to any base collection. Also, each
variable appearing in x and Cy, ..., Cj; must also appear in some x;, and the variables in
y must appear in x. Finally, a query of the form map (Ax.e) D applies to each element
of a collection D an anonymous function defined by a lambda abstraction A\x.e and
returns the resulting collection.

Comprehension syntax can express the common algebraic operations on collection
types such as sets, bags and lists [5] and such operations can be readily expressed
in SIQL. In particular, let us consider selection (o), projection(r), join (), and ag-
gregation («) (union (|J) and difference (—) are directly supported in SIQL via the
++ and —— operators). The general form of a Select-Project-Join (SPJ) expression is
ma(oc(D1 X ... <1 D,,)) and this can be expressed as follows in comprehension syn-
tax: [Alx; < Di;...;X, < Dy; C|. However, since in general the tuple of variables A
may not contain all the variables appearing in xy, ..., x,, (as is required in SIQL), we
can use the following two transformation steps to express a general SPJ expression in
SIQL, where x includes all of the variables appearing in x;, . . . .Xp:

vl = [x|x1 < Di;...; Xy < Dp; C]

v =map (Ax.A) v1
The algebraic operator « applies an aggregation function to a collection and this func-
tionality is captured by the gc operator in SIQL. E.g., supposing the scheme of a col-
lection Dis D (A1, A2, A3), an expression ap £ a3, (D) is expressed in SIQL as:

vl=map (A{x1,x2,x3}.{x2,x3}) D

v =gc f vl

3.2 An Example Data Integration

In this paper, we will use schemas expressed in a simple relational data model to illus-
trate our techniques. However, we stress that these techniques are applicable to schemas
defined in any data modelling language having been specified within AutoMed’s Model
Definitions Repository, including modelling languages for semi-structured data [3, 19].
In our simple relational model, there are two kinds of schema construct: Rel and
Att. The extent of a Rel construct {(R)) is the projection of relation R onto its primary
key attributes k1, ..., k,,. The extent of each Att construct (R, a)) where a is a non-key
attribute of R is the projection of R onto k1, ..., k,,, a. We refer the reader to [ 5] for an
encoding of a richer relational data model, including the modelling of constraints.
Suppose that MAtab(CID, SID, Mark) and IStab(CID, SID, Mark) are two source
relations for a data warehouse respectively storing students’ marks for two departments
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MA and IS, in which CID and SID are the course and student IDs. Suppose also that
arelation CourseSum(Dept, CID, Total, Avg) is in the data warehouse which gives the
total and average mark for each course of each department.

The following transformation pathway expresses the schema transformation and
integration processes in this example. Due to space limitations, we have not given
the steps for removing the source relation constructs (note that this ‘growing’ and
‘shrinking’ of schemas is characteristic of AutoMed schema transformation pathways).
Schema constructs ((Details)) and ((Details, Mark)) are temporary ones which are cre-
ated for integrating the source data and then deleted after the global relation is created.

addRel ((Details)) [{'MA’,k1,k2}|{k1l, k2}« {(MAtab))]
++[{" 18" ,k1,k2}|{k1l,k2} « ((IStab))];
addAtt ((Details, Mark)) [{'MA’,k1,k2,x}|{k1l,k2,x} < {(MAtab, Mark))]
++[{"1s",k1,k2,x}|{k1l,k2,x}« ((IStab, Mark))];
addRel ({CourseSum)) distinct [{k,k1}|{k, k1,6 k2}« ((Details))]
addAtt ((CourseSum, Total)) [{x,v.,z}|{{x, v}, 2z} (gc sum
[{{k,k1},x}{k, k1, k2, x} < {Details, Mark)])];
addAtt ((CourseSum,Avg)) [{x,v.z}|{{x.v} z}—(gc avg
[{{k,k1},x}{k, k1, k2, x}« {Details, Mark)])];
delAtt ((Details, Mark)) [{'MA’,k1,k2,x}|{kl,k2,x}— {(MAtab, Mark))]
++[{"1s8",k1,k2,x}|{k1,k2,x}« ((IStab, Mark))];
delRel ((Details)) [{'MA",k1,k2}|{k1, k2}« {(MAtab))]
++[{"IS",k1,k2}|{k1,k2}« (IStab)];

Note that some of the queries appearing in the above transformation steps are not
SIQL but general IQL queries. In such cases, for the purposes of lineage tracing, we
decompose a general IQL query into a sequence of SIQL queries by means of a depth-
first traversal of the IQL query tree. For example, the IQL query

[{x,v,2}1{{x, v}, 2} — (gc avg [{{k,k1},x}| {k,k1,k2,x} — (Details, Mark)})]
is decomposed into following sequence of SIQL queries:

vl =map (AM{k,k1,k2,x}.{{k1l,k2},x}) {Details, Mark))

v2 =gc avg vl

v =map (A {{x,v},z}.{x,v,2}) v2
In the rest of the paper, our discussion assumes that all queries in transformation steps
are SIQL queries.

4 Data Lineage Tracing with AutoMed Schema Transformations

In heterogenous data integration environments, the data transformation and integration
processes can be described using AutoMed schema transformation pathways (see [ 1]).
Our DLT approach is to use the individual steps of these pathways to compute the
lineage data of the tracing data by traversing the pathways in reverse order one step
at a time. In particular, suppose a data source LD with schema LS is transformed into
a global database GD with schema GS, and the transformation pathway LS — GS is
tsi, ..., ts,. Given tracing data td belonging to the extent of some schema construct in
GD, we firstly find the transformation step ¢s; which creates that construct and obtain
td’s lineage, dl;, from ts;. We then continue by tracing the lineage of dl; from the
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Table 1. DLT Formulae for MtMs

v DL(t)
group D [{z, y}{z,y} — D;z = d
sort D DIt
distinctD Dit
aggFunD D
gc aggFun D {z.y}{z, y} « Djz = q]
D;++Da++...++ Dy Vi.D; |t
Dy —— D2 D1lt, D2
[x|x1 <= D1;...;%xn < Dp;C]  Vi.[zi|zs < Disas = (A\z.zq) t)]
[xlx « Di; member Do y]  Dilt, [yly — Dajy = (Aw.y) 1)
[x|%x < D1; not(member Dy y)] D1l|t, Do
map (Ax.e) D [z|z — D,e =1t
remaining transformation pathway ts1, ..., ts;_;. We continue in this fashion, until we

obtain the final lineage data from the data source LD.

Since delete transformations do not create schema constructs, they can be ignored
in the DLT process. Tracing data lineage with respect to a transformation rename
(0O, 0’) is simple — the lineage data in O is the same as the tracing data in O’. It only
remains to consider add transformations. A single add transformation step can be ex-
pressed as v=q, in which v is the new schema construct created by the transformation
and g is an SIQL query over the current schema constructs. We have developed a DLT
formula for each type of SIQL query which, given tracing data in v, evaluates the lin-
eage of this data from the extents of the schema constructs referenced in v=qg. If these
extents and the tracing data are both materialised, Table | gives the DLT formulae for
tracing the affect-pool of a tuple ¢, D L(t). The DLT formulae for tracing the origin-pool
are similar and we refer the reader to [1 0] for a discussion of the difference between the
affect-pool and the origin-pool.

In Table 1, D|¢ denotes all instances of the tuple ¢ in the bag D (i.e. the result of
the query [z]|x «— D;z = t]). Since the results of queries of the form group D and
gc £ Dare a collection of pairs, in the DLT formulae for these two queries we assume
that the tracing tuple ¢ is of the form {a, b}.

The DLT formulae in Table 1 either provide a derivation tracing query [%] specify-
ing the lineage data of ¢ or, in some cases, give the lineage data directly. If a formula
returns a derivation tracing query, we need to evaluate the query to obtain the lineage
data. If a formula returns the lineage data directly, no such evaluation is needed.

If all schema constructs created by add transformations are materialised, a sim-
ple way to trace the lineage of data in the global database GD is to apply the above
DLT formulae on each transformation step in the transformation LS — GS in reverse
from GS, finally ending up with the lineage data in the original data source LD. Such a
DLT method has been described in our previous work [10]. However, in general trans-
formation pathways not all schema constructs created by add transformations will be
materialised, and the above simple DLT approach is no longer applicable because it
does not obtain lineage data from a virtual schema construct. In this paper, we propose
a DLT approach that handles such general transformation pathways.
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4.1 The Approach

One approach to solving the problem of virtual schema constructs would be to use Au-
toMed’s Global Query Processor to evaluate the query creating the virtual construct and
compute its extent, so that the above simple DLT approach could be applied. However,
this approach is impractical due to the space and time overheads it incurs.

Instead, our approach is to use a data structure, Lineage, to denote lineage data from
the extent of a schema construct. If the construct is materialised, Lineage contains the
actual lineage data. If the construct is virtual, Lineage contains relevant information
for deriving the lineage data. This information will be used by subsequent DLT steps
to evaluate the final lineage data. Each Lineage object contains five attributes: (¢)data,
which is a collection of materialised lineage data or, if the lineage data is virtual, the
value null; (i) construct, which is the name of the schema construct whose extent
contains the lineage data; (i7) isVirtual, stating if the lineage data is virtual or not; (iv)
elemStruct, describing the structure of the data in the extent of a virtual schema con-
struct, e.g. a 2-item tuple {x1,x2}, or a 3-item tuple {x1,x2,x3}; (v) constraint,
expressing the constraint specifying the lineage data from a virtual schema construct.

For example, suppose lineage data in a schema construct D is derived from the

query [{z,y}/{z,y} < D;z = 5], and lp is a Lineage object expressing the lineage
data. If D=[{1,2},{5,1},{5,2}, {3,1}] is materialised, then [p will be: [p.data =
[{5,1},{5,2}1;Ip.construct="“D"; Ip.isVirtual = false;Ip.elemStruct=null;
and [p.constraint= null. On the other hand, if D is a virtual schema construct, then
Ip will be: Ip.data = null; Ip.construct= “D”; [p.isVirtual = true; Ip.elemStruct =
“{x,vy}”; and Ip.constraint="x=5".

We denote by 0|d1 a Lineage object in which O is the name of the schema con-
struct and d1 is the data lineage. If the lineage data is materialised, d1 will be the
data itself, otherwise d1 will be the form of (S, C), where S denotes the elemStruct
and C' the constraint. For example, the above two Lineage objects are denoted by
D|[{5,1},{5,2}] andD|({x,y},x=5), respectively.

4.2 The DLT Formulae

It is necessary that our DLT formulae can handle the following four cases: MtMs —
both the tracing data and the source data are materialised; MtVs — the tracing data is
materialised and the source data is virtual; VIMs — the tracing data is virtual and the
source data is materialised; and VtVs — both the tracing data and the source data are
virtual. The DLT formulae for the case of MtMs were given in Table 1, and from these
we have derived the DLT formulae for the other three cases:

Case MtVs. There were two kinds of DLT formulae in Table 1: tracing queries and
real lineage data. Since with MtVS the source data is virtual, we cannot evaluate trac-
ing queries and so Lineage objects are required to store the information about these
queries. For example, the tracing query [{z,y}|{z,y} <« D;xz = a] is expressed as
D|({x,y},x = a).In the case of real lineage data, the lineage data might be the tracing
data, t, itself or all the items in a source collection D. If the lineage data is ¢, it is avail-
able no matter whether D is materialised or not. If the the lineage data is all items in
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Table 2. DLT Formulae for MtVs

v DL(t)
groupD DI({z,yh v = a)
sort D DIt
distinctD Dt
aggFun D D|(any, true)
gc aggFun D D|({z,y},x = a)
D; ++ D2 ++...++ Dy Vi.D; |t
D; —— Do D |t, D2|(any, true)
[x|x1 < D1;...;%n < Dpn;C]  Vi.Ds|(zi, xs = (Az.zi) 1))
[x|x < D1; member D y| D1lt, D2|(y,y = (Az.y) 1))
[x|x « D1; not(member Dy y)] D |t, D2|(any, true)

map (Ax.e) D Di|(z,e =1t)

a virtual collection D, it is expressed by D| (any, true). Table 2 illustrates the DLT
formulae for the case of MtVs.

Case VtMs. Virtual tracing data can be created by virtual source data. In particu-
lar, there are three kinds of virtual lineage data created in Table 2: (any, true),
({x,vy},x=a), and (x,e=t) °. The DLT formulae for VtMs can be derived by apply-
ing these three kinds of virtual tracing data to the formulae given in Table 1. In this case,
all source data is materialised, there is no virtual intermediate lineage data created.

For example, suppose the query is v=group D. If the virtual tracing tuple ¢ is
(any, true), the lineage data DL(¢) is all datain D, i.e. DL(t) = D.If tis ({x, v},
x=a), DL(t) is all tuples in D with first component equal to a, which is the result of
the query [{z,y}|{z,y} <« D;z = a]. If t is (x,e=t), DL(t) is all tuples in D with
first component equal to the first component of the tracing data ¢, which is the result of
the query [{z,y}|{x,y} <« D;member [first x|x «— v;e = t]]. We can see that the
virtual view, v, is used in this query. Since the source data is materialised, we can easily
recover v and evaluate the tracing query.

Table 3 gives the whole list of formulae for the case of VIMs with virtual tracing
data of the form (x, e=t). The formulae for the other two kinds of virtual tracing data
can easily be derived.

Case VtVs. The DLT formulae for VtVs are similar to the formulae for VtMs but in this
case the source data are unavailable. Thus, we use Lineage objects to store the virtual
intermediate lineage data.

For example, suppose the query is v=group D. If the virtual tracing tuple ¢ is
(any, true), the virtual lineage data DL(t) is D| (any, true). If t is ({x,vy},
x=a), the virtual DL(t) is D|({x, v}, x=a). If ¢ is (x,e=t), the virtual DL(¢) is
D|({x,y}, member [first x|x « v;e=t] x). Note that, the virtual view v is used

? Note that in Table 2 the lineage data (z;,2; = ((A\z.2z;)t)) and (y,y = ((M\z.y)t)) in
the 8th and Sth lines are not virtual. Since ¢ is real data and variable tuple x contains
all variables appearing in z;, the expression (Az.z;) t returns real data too. For exam-
ple, supposing * = {x1,x2,x3}, ©; = {x1,23}, and t = {1,2,3}, then (\z.z;) t =
Mz, 22, 23} {x1,23}) {1,2,3} = {1, 3}
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Table 3. DLT Formulae for VtMs with tracing data (z,e = t)

v DL(t)
group D {z,y}{z,y} — D; member [first x|z «— v;e = t] z]
sort D [z|]z + Dje =1]
distinct D [x|z — D;e =1]
aggFunD D
gc aggFun D {z,y}{z,y} — D; member [first x|z «— v;e = t] z]
D1 ++ D2 ++...++ Dy Vi.[z|x «— Dije =t
D; —— Do Dh|[z|z — v;e =t], D2
[x|x1 < D1;...;%xn < Dp;C] Vi.[zi|z; — Dy;
member (map (A\z.x;) [z|z — v;e = t]) x4
[x|%x < D1; member Dy y] [z|z « D1;member Dy y;e = t],
[yly < D2; member (map (\z.y) [z|z — v;e =t]) y]
[x|x < D1; not(member Ds y)] Dh|[z|z — v;e =t], D2
map (Axi.e1)D [x1]|z1 «— Dje =1

in this virtual lineage data expression. However, since the source data D is virtual, we
cannot recover v by just evaluating the query v=group D. In this case, AutoMed’s
Global Query Processor can be used to materialise v. Once v is materialised, the virtual
tracing data ¢ can also be recovered and this situation reverts to the case of MtVs which
we discussed earlier. Alternatively, the view definition of v can be propagated through
the remaining DLT steps until the end of the process. So far we have only implemented
the first approach and it remains to implement the second approach and investigate their
trade-offs.

4.3 DLT for General Transformation Pathways

Having obtained the DLT formulae for above four cases, lineage data based on a sin-
gle transformation step is obtained by applying the appropriate formula to the step’s
query. Our DLT procedure for a single transformation step is DLT4AStep(td, ts) and
its output is the lineage of td in ts’s data sources i.e. a list of Lineage objects which
might contain either materialised or virtual lineage data. In our DLT algorithms for a
general transformation pathway, there are two further procedures: tracing the lineage
of a single tuple along a transformation pathway and tracing the lineage of a set of
tuples along a transformation pathway. This is because the lineage of one Lineage
object based on a single transformation step might be a list of Lineage objects, if
the transformation step has multiple data sources. Figure | gives the two procedures:
oneDLT4APath(td, [ts1, ..., t,]) traces the lineage of a single tracing tuple ¢d along
a transformation pathway [ts1, ..., t,,], and listDLT4APath([tdy, ..., td,], [ts1, ..., tSn])
traces the lineage of a list of tracing tuples along a transformation pathway.
oneDLT4APath firstly finds the transformation step, ¢s;, which creates the schema
construct containing ¢d and then calls the procedure DLT4AStep to obtain the lineage
of td based on this transformation step. DLT4AStep returns a list of Lineage objects.
After that, the procedure oneDLT4APath calls the procedure listDLT4APath to further
trace the lineage of this list of Lineage objects along the rest of the transformation
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Proc oneDLT4APath(td, [ts1, ..., tsn])
{ IpList = g;
for i« = n downto 1, do
if (td.constructis created by ts;)
Num = i;
IpList = DLT4AStep(td, ts;);
continue; //* End the for loop
restT’P = [ts1, ..., tSNum];
return listDLT4APath(IpList, restT P);

}
Proc listDLT4APath([tdy, ..., tdm], [ts1, ..., tsn])
{ IpList = g;

for i = 1tom, do
IpList = merge(lpList,oneDLT4APath(td;, [ts1, ..., tsn]));
return [pList;

}

Fig. 1. DLT Algorithms for a general transformation pathway

pathway (i.e. the steps prior to ts;). oneDLT4APath also returns a list of Lineage
objects. listDLT4APath itself calls oneDLT4APath for each item td; in the tracing
data list to find the entire lineage of the whole list based on the transformation pathway.
The merge function is used to avoid duplication of lineage data: A tuple, dl, might be
in the lineage of two different tracing tuples, td; and td; (i # j). If dl and all its copies
in a source collection have already been added to IpList as the lineage of td;, we do
not add them again into IpList as the lineage of td;.

The complexity of the overall DLT process is O(n x m) where n is the number of
add transformations in the transformation pathway and m is the number of different
schema constructs referenced in the pathway.

4.4 Example

We use the example described in Section 3.2 to illustrate our DLT approach. Recall that
some queries appearing in the example are not SIQL queries but general IQL queries. In
such situations, we firstly decompose these IQL queries into sequences of SIQL queries.

Supposing td = {’MA’, "MACO01’,81} is a tuple in the extent of the construct
{(CourseSum, Avg)) in the global database G'D, the transformation pathway generating
{(CourseSum, Avg)) construct can be expressed as following sequence of view defini-

tions, where the intermediate constructs v1, ..., v4 and ((Details, Mark)) are virtual:
vl =[{"Is’,k1,k2,x}]|{k1l,k2,x} <« {IStab, Mark))]

v2 =[{'MAa’,k1,k2,x}]|{kl,k2,x} < {(MAtab, Mark))]
(Details, Mark))  =v1++v2

v3 =map (AM{k,k1,k2,x}.{{k,k1},x}) (Details, Mark)
v4 =gc avg v3

{(CourseSum, Avg)) =map (A {{x,v},z}.{x,y,z}) v4
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Traversing this transformation pathway in reverse, we obtain ¢d’s lineage data, dl,
with respect to each view as follows:

td = ((CourseSum, Avg))|{'MA’, "MACO1',81}
“ﬂfvﬂdl =v4|{{'MA’, 'MACO1’}, 81}
“ﬂf’vudl = v3|({x,y},x={"'MA’, "MACO1"})
Yo {(Details, Mark))|d1 = ((Details, Mark))|({k, k1,k2,x}, {k="MA’ ;k1="MACOL1" })
gvzml = v2|({k,k1,k2,x}, {k="MA’ ;k1="MACO1’ }),
v1l|dl =v1|({k,k1,k2,x},{k="MA’;k1="MACO1’})

Vel {MAtab, Mark))|dl = (MAtab, Mark))|({k1,k2,x}, {'MA’="MA’ ;k1='MACO1’ })

(IStab, Mark))|d1 = ((IStab, Mark))|({k1,k2,x}, {"IS’="MA’ ;k1="MACO1’ })

In conclusion, we can see that the lineage from ((IStab, Mark)) is empty and the lin-
eage form {(MAtab, Mark)) is obtained by evaluating the final tracing query [{k1, k2,
x}| {k1,k2,x} < (MAtab, Mark)); 'MA’ ='MA’;kl="MACO1’].

5 Concluding Remarks

AutoMed schema transformation pathways can be used to express data transformation
and integration processes in heterogeneous data warehousing environments. This pa-
per has discussed techniques for tracing data lineage along such pathways and thus
addresses the general DLT problem for heterogeneous data warehouses.

We have developed a set of DLT formulae using virtual arguments to handle virtual
intermediate schema constructs and virtual lineage data. Based on these formulae, our
algorithms perform data lineage tracing along a general schema transformation path-
way, in which each add transformation step may create either a virtual or a materialised
schema construct. The algorithms described in this paper have been implemented and
tested over simple relational data source and integrated schemas. We are currently de-
ploying them as part of a broader bioinformatics data warehousing project (BIOMAP).

One of the advantages of AutoMed is that its schema transformation pathways can
be readily evolved as the data warehouse evolves [ | 2]. In this paper we have shown how
to perform data lineage tracing along such evolvable pathways.

Although this paper has used IQL as the query language in which transformations
are specified, our algorithms are not limited to one specific data model or query lan-
guage, and could be applied to other query languages involving common algebraic
operations on collections such as selection, projection, join, aggregation, union and
difference.

Finally, since our algorithms consider in turn each transformation step in a transfor-
mation pathway in order to evaluate lineage data in a stepwise fashion, they are useful
not only in data warehousing environments, but also in any data transformation and
integration framework based on sequences of primitive schema transformations. For
example, [19, 20] present an approach for integrating heterogeneous XML documents
using the AutoMed toolkit. A schema is automatically extracted for each XML docu-
ment and transformation pathways are applied to these schemas. Reference [16] also
discusses how AutoMed can be applied in peer-to-peer data integration settings. Thus,
the DLT approach we have discussed in this paper is readily applicable in peer-to-peer
and semi-structured data integration environments.
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Abstract. Today XML has become the most important data exchange
technique on the World Wide Web. As a consequence the interest in
concurrent XML processing has greatly increased.

In this paper we propose a new XPath-based DataGuide Locking pro-
tocol (XDGL), which generalizes on and extends the hierarchical data
locking protocol. This new protocol takes into account the semantics
and nature of XML. It can be easily implemented on top of traditional
databases as well as in a native XML DBMS.

1 Introduction

The eXtensible Markup Language (XML) [I] has emerged as the de facto stan-
dard for storing and exchanging information in the Internet Age. As the amount
of XML data on the World Wide Web is constantly increasing, concurrent access
to XML documents becomes a more and more important issue. Usually we are
interested in the case when several transactions are working with the same doc-
ument concurrently. Then we need to check that these transactions have been
serialized properly.

Serializability [2] requires that concurrent transactions produce the same
result that we would get if they were executed in a certain sequential order.
Different protocols have been proposed to ensure serializability.

A number of concurrency control protocols has been proposed. The most
popular class is locking-based protocols. Locking-based protocols use various
types of locks to determine whether a transaction can proceed. Shared locks and
exclusive locks are two basic types of locks. A transaction can proceed if the lock
on the desired object is compatible with locks held by other transactions on the
same object.

Locking mechanisms such as predicate locking [3], hierarchical locking [1] and
tree-based locking [5] have been introduced to suit special needs and increase
the level of concurrency provided by multi-user data management systems.

* This work was partially supported by the grant of the Russian Basic Research Foun-
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Two-phase locking protocol (2PL) [0] is the most widely used one. 2PL uses
locks to prevent conflicting transactions from modifying the shared objects. To
ensure serializability, transaction should obtain locks only in the growing phase
and release locks only in the shrinking phase.

There has been proposed a number of concurrency control methods, which
are tailored to XML data. Most of them provide node-level locking [7], [¢], [9]. On
the one hand, these methods provide a high degree of concurrency. On the other
hand, their problem is that for large documents the lock manager should manage
a large number of locks. It leads to significant increase of the lock manager ta-
ble, which results in the system performance loss. To alleviate this problem, lock
escalation procedure should be employed. The procedure handles the conversion
of many fine-granularity locks into fewer coarse-granularity locks. Unfortunately,
this method usually leads to a major concurrency decrease. Another problem is
that these approaches rely on the assumption that the whole document is avail-
able. Unfortunately, for most XML applications this is not the case. Our protocol
does not impose this restriction and requires only summary of the DataGuide
structure [10] instead.

Obviously it is possible to use these well-known results to provide concurrency
control for XML data. However, it has been shown [1 1] that the above-mentioned
conventional concurrency control methods do not suite XML data well. These
methods do not provide high enough degree of concurrency for XML. There is
a need for synchronization method utilizing the semantics and nature of XML
data.

We present XPath-based DataGuide Locking protocol (XDGL), which guar-
antees serializability and provides high degree of concurrency within the same
XML document. In the proposed method we use a subset of well-known XPath
[12] language to access the document nodes and insert/delete operators to modify
document. In our locking method we employ the DataGuide structure for lock-
ing purposes rather than document itself. We use combination of hierarchical
and node locks on DataGuide. Besides, we utilize the knowledge of XML docu-
ment prescriptive schema (e.g. given as a Document Type Definition (DTD) [1]
specification). We also take into account the semantics of update operations
to increase concurrency. Our locking method enforces strict serializability and
prevents appearance of phantoms [3].

The rest of the paper is organized as follows. In Section 2 we introduce the
XML query and update languages, which are of interest in this paper. Section
3 is devoted to proposed locking protocol. It contains a number of examples,
which show the benefits of our method. In Section 4 we give a brief overview of
related work. Particularly, we discuss similar locking methods. Section 5 contains
a summary and a discussion of future research.

2 Preliminary Notes

This section gives an overview of query and update languages. We also describe
the DataGuide structure employed for locking purposes. To illustrate these no-
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tions we will use the example document D containing information about various
people and their families. It is shown in Fig. 1(a). The document conforms to
the DTD depicted in Fig. 1(b).

<doc>

<person age = '66">
<name>Vadim Petrov</name>
<addr>Red Street, 25</addr>

<child>
<person> 0 o
<name>Ivan Petrov</name> <!ELEMENT doc (person)*>
<addr>Polskaya Street, 16</addr> <!ELEMENT person (name, addr, (hobby)*,
<hobby>walking</hobby> (child)*)>
<hobby>cycling</hobby> <!ATTLIST person age CDATA #IMPLIED>
</person> <!ELEMENT child person>
</child> <IELEMENT name #PCDATA>
<C}<lggr>son> <IELEMENT addr #PCDATA>
<name>Anna Karenina</name> IELIER T ooy FECD AT
<addr>Red Street, 25</addr>
</person> (b)
</child>
</person>
<person>

<name>Pavel Morozov</name>
<addr>Volhonka, 34</addr>
<hobby>writing</hobby>
</person>
</doc>

(a)
Fig. 1. (a) an XML document D, (b) its DTD

2.1 Query Language

The user can access the documents through XPath queries. Location path is the
most important construction in the XPath language. A location path consists of
several location steps, separated by ‘/’. There is a set of nodes (called context
nodes) from which each location step starts with. A location step then generates
its result, which is a set of nodes. This set provides context nodes for the next
location step in the path. The result of the location path is the result of the last
location step.

Each location step is represented by the following construction: axis::node-
test[predicate], where axis specifies the step direction (e. g. child, parent, an-
cestor, descendant, attribute), node-test specifies the selected node type and
predicate refines the selected nodes.

In this paper we will consider only restricted version of location steps, which
do not contain predicates. There is also an abbreviated syntax which is widely
used: instead of explicit axis specification parent, descendant and attribute axises
could be referred as ‘.., ‘//’, ‘Q" abbreviations respectively. In all our examples
we will follow an abbreviated syntax of location paths.

Let us consider the document shown in Fig. 1(a), the location path /doc/
person starts from the root / and consists of two location steps. The context
node of the first step is the root and context node of the second step is the doc
node. The result of this location path is person elements.



148 Peter Pleshachkov, Petr Chardin, and Sergei Kuznetsov

2.2 Update Language

To change the document one should use update operators. We define two kinds
of update operators: insert and delete operators. It is obvious, that arbitrary
update operation could be expressed as a combination of inserts and deletes.

— insert-operator: INSERT constructor (INTO | BEFORE | AFTER) path-
expr
— delete-operator: DELETE path-expr

Here constructor is an element or attribute constructor. We specify an ele-
ment constructor as element { elem-name} { content} (or as <elem-name>content
</elem-name>); meaning of the elem-name and content is straightforward.
There are complex element constructors. In such constructor content itself is
the nested element constructor. In a simple case content could be just a text.

One can specify the attribute constructor as attribute {name} {text}. Here
name and text specifies the name and the value of the attribute.

We introduce three types of insert operators: insert-into, insert-before and
insert-after. These operators insert new node defined by constructor as the last
child, previous sibling and next sibling for each node selected by path-expr re-
spectively. If constructor specifies an attribute constructor, then we could only
use insert-into operator that adds new attribute to each node selected by path-
expr. It also means that each of the selected nodes should be of element type.

Delete operator removes subtrees of all nodes specified by path-ezpr from the
document. That is to say, our delete operator uses the deep deletion semantics.

Now we will study a simple example to make the above clear. Consider
the document shown in Fig. 1(a). The following update statement adds new
hobby element to each person located inside the doc element: INSERT ele-
ment{hobby}{ ‘skating”y INTO /doc/person.

2.3 DataGuide

DataGuide is a concise synopsis of the XML document. DataGuide is a tree and
it is defined as follows: every path of the document has exactly one path in the
DataGuide, and every path in the DataGuide is the path in the document. Fig. 2
depicts DataGuide of the document D shown in Fig. 1(a).

3 Locking Method

In order to define a locking method we need to define the locks and locking rules
for transactions to follow. Every transaction should obtain a certain number of
locks to access an object. If transactions need to lock the same objects, they
should check whether the locks are compatible. Our protocol requires transac-
tion to follow strict two-phase locking protocol (S2PL). According to S2PL a
transaction, acquired a lock, keeps it until the end.
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n1

doc

person

n3 n7

@age child hobby

person

n10 n12

name addr hobby

Fig. 2. DataGuide of the document D

We introduce granular locking protocol on DataGuide. The protocol defines
intentional locks in addition to shared and exclusive locks. To set a shared lock
on an object a transaction 7" must firstly set an intention locks on its ancestors.
But there are a number of use cases when the locking of the entire subtree, as the
common granular locking protocol does, is not necessary. Use Case 1 is intended
to explain it.

Ezample 1 (Use Case 1). Let us suppose that transaction T'1 has issued the
XPath query /doc/person/name. Tt should be possible for transaction T2 to
insert empty element <person/> as a child of doc element. According to the
granular locking protocol T'1 must lock name subtree while T2 must lock the
entire person subtree including name element. Thus, T'1 and T2 cannot be exe-
cuted concurrently.

In fact, transactions 7'1 and 72 do not conflict. They would conflict if T2
inserted <person><name> Tanya</name></person> element inside doc ele-
ment.

To avoid locking of the entire subtree, we use locks on the DataGuide’s nodes.
This way we can provide high degree of concurrency and, in particular solve the
above problem. Besides, we introduce some special shared locks on DataGuide’s
nodes, utilized by insert operations.

To remedy the phantom problem we introduce special logical locks. They
allow to lock name under the DataGuide’s node. These locks are useful for such
queries as //addr. According to the DTD of document D, person element is
defined recursively. Therefore, D’s DataGuide could contain random number of
the addr nodes. A logical lock on the addr name on the D’s DataGuide denies
other transactions to insert any element with the name addr.

In next subsection we describe in detail our locking method and give a couple
of examples to emphasize the benefits of our protocol.
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3.1 The XDGL Protocol

Logical locks add a great deal of complexity to the XDGL protocol. Hence, at
first we will describe a simplified variant of XDGL without logical locks. However,
we will note that this variant does not ensure serializability.

Simplified XDGL Method. Concurrent operations may result in inconsistent
data unless controlled properly. To avoid this kind of problems we must serialize
concurrent operations. We employ locks as a mean of synchronization. Let us
define the kinds of locks we need.

— SI, SA and SB locks. These special shared locks are used by insert operations.
They provide high degree of concurrency that could be achieved because of
the insert operator semantics. As we have already mentioned, there are three
types of insert operators: insert-into, insert-after and insert-before. Insert-
into operator adds a child or an attribute to a node. Insert-after operator
creates a sibling for a node. Thus, we add a node to the parent next to our
node in the document order [12]. Insert-before operator defined in a similar
way. ST (shared insert), SA (shared after) and SB (shared before) locks block
concurrent insert operations of the same type. These locks also protect the
very node. For instance, a transaction cannot delete this node while such a
lock is held.

— X lock. The lock sets exclusive mode on a DataGuide node. For instance,
this lock is obtained for a newly created node.

— ST lock. The lock sets shared mode on a DataGuide’s subtree. XPath queries
require this kind of locks. Due to the semantics of XPath the results of the
location path are the subtrees selected by the last location step. It implies
the request of the ST (shared tree) lock for subtrees retrieved by location
path.

— XT lock. The lock sets exclusive mode on a DataGuide’s subtree. We use
it for delete operations. The delete operator drops the subtrees defined by
location path. It implies the request of the XT (exclusive tree) locks for
these subtrees.

— IS lock. According to the granular locking protocol we have to obtain these
locks on each ancestor of the node which is to be locked in a shared mode.

— IX lock. According to the granular locking protocol we have to obtain these
locks on each ancestor of the node which is to be locked in an exclusive mode.

Fig. 3 shows compatibility matrix for the lock modes defined above. A com-
patibility matrix indicates whether a lock of mode M; may be granted to a
transaction, while a lock of mode M> is presently held by another transaction.

Note, that IX and X locks are compatible since IX lock on a node only
implies the intention to lock the descendants of the node. But it does not im-
ply the lock on the node itself. SI (SA, SB) lock is not compatible with ST
(SA, SB) lock, which prevents concurrent insert-into (insert-after, insert-before)
operations upon the same node.
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granted
requested | SI [SA|SB| X [ST[XT|IS | IX
Sl T O N S
SA + | -+ -|+]-]+]+
SB + | + | - -+ -+ |+
X PO I I S R R O
ST +l+ ]+ -+ -1+]-
XT -1 -1 -
IS + |+ |+ |+ +]-]+]+
IX + |+ |+ |+ - -+ |+

Fig. 3. Lock compatibility matrix

Now we will show that both transactions in the Use Case 1 can proceed with
proposed locking method. According to XDGL, transaction 7'1 must obtain IS
lock on nodes n1, n2 and ST lock on node n4. At the same time 72 must obtain
IX lock on nl and X lock on n2. As all locks are compatible transactions 7T'1
and T2 could be executed concurrently. This is illustrated in Fig. 4(a).

1S, IX, (IN, @age)

[T & Caud)

doc, n1

person, n2

X, 1S doc, n1
X, 1S
IS, IX, (IN, @age)
= @age, n3
X, SI_ ¥
T2 ,
[ T2 | person, n2 person, né SI, IX, (IN, @age)

@age, N9

(a) (b) (c)

name, n4 child{ né hobby, n7

Fig.4. (a) XDGL for Use Case 1, (b) incompatibility of insert operations, (c) logical
locks and XDGL

To make the locking mechanism more clear we will consider several examples.

Ezample 2 (conflict of two insert operations). Let us suppose that transaction
T'1 inserts new child element: INSERT < child/> INTO /doc/person, while trans-
action T2 inserts new hobby element: INSERT <hobby/> INTO /doc/person.
Fig. 4(b) shows that transactions T'1 and T2 cannot run concurrently since ST
lock is not compatible with itself.

Logical Locks and XDGL. In XPath language we can get nodes at any
level of the document using descendant axis. Thus, we should prevent phantom
appearance in such queries.
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Inserts performed by concurrent transactions are the only source of phan-
toms. One way to prevent phantoms is to request locks of the coarser granules.
It is obvious that this would lead to significant decrease in concurrency.

For this reason, we introduce logical locks. Logical lock (L, node-name) is
requested for the name of the DataGuide’s node.

For instance, the query /doc/person//addr requires logical lock (L, addr) on
node n2, as well as delete statement DELETE //hobby requires logical lock (L,
hobby) on the DataGuide’s root.

In turn, a transaction, which wants to insert new node in the document should
obtain (IN, node-name) lock on the all ancestors of the node to be inserted. IN is
short for Insert New Node. (IN, node-namel) lock is compatible with (L, node-
name?2) lock if and only if node-namel differs from node-name2. Note, that L
and IN locks do not conflict with locks introduced in the previous section.

Ezample 8 (phantom prevention). Let us suppose that transaction T'1 retrieves
all age attributes found at any level inside person elements which can be found
themselves inside doc. In XPath such query looks like this: /doc/person//@age.
At the same time transaction 72 inserts new age attribute into the person el-
ement by the following statement: INSERT attribute{age}{‘54’} INTO /doc/
person,/child/person.

It is easy to see that the second transaction might add a phantom node for
the first one. However, our locking rules prevent this situation. This is shown in
the Fig. 4(c): (L, @age) lock is not compatible with (IN, @age) lock. Thus, the
insertion of the age attribute is denied.

3.2 Unordered XML Documents

We can adopt our locking method to unordered XML documents, when the order
between nodes in the document is not important. In this case SI, SA and SB locks
are not necessary, but instead of them conventional S lock is needed. It locks
the DataGuide node in the shared mode. By definition S lock is compatible with
itself, which allows to improve concurrency. For instance, two insert operations
which add elements with different names into the same element do not conflict.

4 Related Work

There were proposed several locking schemes for synchronizing concurrent XML
operations. Here is a brief overview of these methods.

Grabs et al. [13] proposed a DGLOCK protocol, which is a combination of
well-known granular and predicate locking on the DataGuide. This work has
much in common with our one. But DGLOCK has several disadvantages: (1)
as a consequence of granular locking we have a conflict in the Use Case 1, (2)
DGLOCK does not guarantee serializability and has no phantom prevention
mechanism, (3) the descendant axis, which is widely used in applications, is not
supported.
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In [7], the synchronization of concurrent transactions is considered in the
context of DOM API. The authors present three types of locks: node locks,
navigational locks and logical locks. Node and navigational locks are acquired
for context nodes and virtual navigation edges respectively. In turn, logical locks
are introduced to prevent phantoms. Authors offer variety options to enhance
transaction concurrency. But synchronization of other APIs (e.g. XPath) is part
of the future work.

There are a number of isolation protocols for the DOM API proposed in the
work [3]. Unfortunately, these locking protocols were developed for DOM API
only, and it is not clear whether they will also perform well if most access is done
by XPath expressions.

Dekeyser et al. [11] proposed the fine-grained (node-level) XPath-based lock-
ing protocol, which ensures serializability. But this method does not use the
DataGuide. Instead all the locks are obtained on the document itself. Disadvan-
tages of this approach have been already noted in this paper.

5 Conclusions and Further Work

Efficient processing of concurrent operations on XML data is an important prob-
lem. We have presented the XDGL, a locking method for concurrent processing
of XML data. The XDGL protocol is based on the previous works upon locking
of hierarchical data. It takes into account the semantics and nature of XML
query and update operations. XDGL is a generic method and its application is
not limited to native XML databases. It could be implemented on top of any
existing system. Besides, the growth of XML document usually results in rela-
tively small increase of the locking structures with our method. This happens,
since the size of the DataGuide structure grows slowly.

We plan to extend XDGL with predicates. Then it would be possible to sup-
port the full version of XPath language and improve the degree of concurrency.
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Abstract. Presently, the area of updating XML is immature since
XQuery has not provided update features. Thus this area has not been
investigated as fully as it should have been. Moreover existing researches
focus on updating native XML database so that everything must be cre-
ated from scratch. Furthermore, an XML document is often treated as
a database by keeping all data in one document, leading invariably to
data redundancy. Such redundancy in XML documents can lead to data
inconsistency and low performance when updates are performed. There-
fore, we exploit the power of traditional database systems, which are
fully developed to update XML documents. We present a mechanism to
link non-redundant data kept in multiple XML documents. The data is
held in an object-relational database (ORDB) and an update language
is proposed, an extension to XQuery, which is translated into SQL for
updating XML data stored in an ORDB. Finally, we present a technique
to propagate the changes in an ORDB to XML documents.

1 Introduction

The emergence of XML as an effective standard for representation of (semi-)
structured data on the Web has motivated a host of researches in the area re-
lated to XML such as storing [0], publishing [5], querying [!], and updating [9)]
XML documents. In the area of querying XML documents, several query lan-
guages, such as Lorel, XQL, and XQuery have been proposed and implemented
while in the area of updating XML documents, several researchers pay attention
to designing update languages such as XUpdate [1 1], SIXDML [3], and XML Up-
date Extension [9] of which only a few have been implemented such as XUpdate.
However, these update languages can perform only simple updates. For exam-
ple, they may update an XML document without checking constraints and they
cannot perform joins between documents in update commands. This indicates
that at present the research in this area is underdeveloped.

Our research concentrates on developing a methodology to update linked
XML documents. Our motivation comes from three reasons as follows. Firstly,
research in the area of updating XML is not fully developed since XQuery,
a standard from W3C, has not provided update features. However, there is a
suggestion from W3C [3] for the imminent arrival of an update version in XQuery.
Secondly, when updates are made directly on XML documents in the form of
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© Springer-Verlag Berlin Heidelberg 2005
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native XML database, many other tasks need to be performed such as preserving
constraints. However, developing the mechanism for handling this work from
the current starting point may take a long time. Thirdly, an XML document
is usually treated as a database keeping all data in one document; thus data
redundancy can occur. This redundancy may lead to data inconsistency and poor
performance when updates are performed. To reduce data redundancy, data is
sometimes kept separately in several documents. However, presently, this means
that joins between XML documents in update commands cannot be performed.

In our methodology, we update XML documents via ORDB and let the
database engine handle the preservation of constraints; thus structure and con-
straints of XML are mapped to an ORDB. To solve the problem of data redun-
dancy, data is kept in several separated documents. These documents will be
linked together by a mechanism called ‘rlink’. This mechanism is then mapped
to an ORDB. We propose an XML update language, which is an extension to
XQuery. The proposed update language is translated into SQL to update XML
data stored in an ORDB. Finally, the change in an ORDB is propagated to XML
documents.

For the rest of the paper, we investigate issues relating to the design of
our methodology. Section 2 describes how XML documents are mapped onto
an ORDB. Section 3 presents our XML update language and its translation
into SQL. Section 4 describes how changes are propagated into original XML
documents. Preliminary conclusions and future work are discussed in section 5.

2 Mapping XML Documents

To update XML documents via traditional databases, XML must be mapped
onto a database. We map XML onto an ORDB by using a shredding approach
since hierarchical structures as well as constraints of XML can be represented
in an ORDB. Presently, according to published work [6, 7], full mapping of
XML structures and constraints onto ORDBs cannot be fully achieved due to
limited constraints-handling capabilities in existing object-relational database
management systems (ORDBMSs). Therefore, we propose new mapping rules
and apply some existing rules [(] that are practicable using available ORDB
technologies.

We use three features of ORDBs in our mapping rules: abstract data type,
object table and nested table. Some of our rules are as follows. Firstly, elements
having only one complex child-element are mapped to object tables, and their
complex child-elements are mapped to abstract data type fields. Secondly, com-
plex elements which have * or + occurrence and have siblings are mapped to
nested tables if they comply with the following conditions: (a) all of their chil-
dren are simple elements and all attributes have no type IDREF(s), (b) they
have no references to other elements and no references from other elements to
them, and (c) they have no recursive structure. Thirdly, complex elements which
have ? or 1 occurrence, have a sibling and have children all of which are simple
elements are mapped to abstract data type fields. Fourthly, complex elements
which do not correspond to the above rules are mapped to object tables. Fifthly,
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for parent-child relationship and recursive structure with ? or 1 occurrence, the
primary key of the table of parent-element is mapped to a table of child-element.
Finally, for recursive structure with + or * occurrence, a separate table is created
to store the primary keys of tables of a parent-element and a child-element. For
attributes and simple elements, rules are similar to the work of [(].

For associating the relationship between elements from different XML docu-
ments, an rlink mechanism is used to provide information to identify which doc-
uments and/or elements are linked to others. Although this may be extended
to XLink the main purposes of XLink and rlink are different. Mapping rlink
mechanism to ORDB is the same as mapping IDREF(s). If an element referred
by IDREF or occurrence of elements containing rlink is 1 or 7, the primary key
of the table of a referred element is mapped to a table of a referring element.
If an element is referred by IDREFs or occurrence of elements containing rlink is
+ or *, a separate table is created to keep primary keys of tables of a referring
element and a referred element.

Most of XML constraints can be mapped onto ORDB constraints; however,
a cardinality constraint is unavailable in any (O)RDBMSs. Therefore, we add a
method for preserving this constraint when updates are performed.

3 XML Update Language and Its Translation

Our XML update language is adapted from the update language proposed, but
not yet implemented, by Tatarinov et al. [J], and is based on the syntax of
XQuery [10]. The syntax of our language is shown in Fig. 1.

When compared with existing XML query languages, XQuery is the most
powerful, providing many features [4, 10]. Moreover, since XQuery is a func-
tional language and SQL is a declarative language, this translation cannot be
performed in a straightforward manner. In our research, five important con-
structs of the update language are inherited from XQuery: FLW(R—I—D), con-
ditional expression, quantifier, aggregate functions and user-defined functions.
These constructs are translated into SQL using four techniques: update/delete
join commands, rewriting rules, graph mapping and optimisation. At here, only
the first three techniques are presented while optimisation is presented in [2].

Update/delete join commands: In the SQL standard, joins in update/delete
commands cannot be performed; however, translating XML update commands
can produce a join of several tables. Thus we will translate XML update com-
mands into update/delete join commands and then rewrite these commands in
SQL. Syntax of the commands is shown in Fig. 2.

Rewriting rules: There are six categories of rewriting rules: For-Let-Where-
Replace-Insert-Delete (FLWRID) expression, aggregate function, quantifier, con-
ditional expression, (non-recursive) user-defined function and SQL rewriting
rules. The first five categories are classified according to features of the update
language. These rules will rewrite update commands as SQL functions. Such
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(ForClause | LetClause)+
WhereUpdateClause | IfUpdateClause

where each clause is:

ForClause ::= For $var in XPathExp(,$var in XPathExp)*
LetClause ::= Let $var := XPathExp(,$var := XPathExp)*
WhereUpdateClause ::= WhereClause? UpdateClause
WhereClause ::= Where Condition
UpdateClause ::= DeleteClause|ReplaceClause|InsertClause
DeleteClause ::= Delete node WhereClause? (,Delete node WhereClause?)*
ReplaceClause ::= Replace node with content WhereClause?
(, Replace node with content WhereClause?)*
InsertClause ::= Insert content Into node (Beforel|After condition pasedon XPath)?

(,Insert content Into node (Beforel|After condition pgsedon X Path)7)*
If Condition Then UpdateClause

(ElseIf Condition Then UpdateClause)*

(Else UpdateClause)?

IfUpdateClause

Fig. 1. Syntax of XML Update Language

Syntax of joins in update command Syntax of joins in delete command

Update table whose fields will be updated Delete table whose data will be deleted
From all related tables From all related tables

Set fieldl =valuel, field2 = value2, Where Condition;

Where Condition;

Fig. 2. Syntax for Update/Delete Join Commands

functions are sometimes conceptual, i.e., the function serves a purpose not cur-
rently existing in SQL. The last category is SQL rewriting rules, which rewrite
update/delete join commands to SQL commands.

In translating XML update commands by using the rewriting rules, all clauses
of the commands must be rewritten as SQL functions, which are used to group
update clauses and their conditions together since one update command can
consist of several update clauses, and each update clause can have its own con-
ditions. These update clauses are grouped together using funcNo, a parameter
of every SQL function. A funcNo of 0 for ForClause, LetClause, and WhereClause
of the update command means that these clauses will be shared clauses of an
UpdateClause. Each update clause will have its own funcNo, being a sequential
number starting from 1. The update clause and its own condition(s) will have
the same funcNo. Some of the SQL functions used are shown in Fig. 3.

Some functions have the parameter value| : funcNo (literal or variable) since
the value in the predicate or in an insert or update command is sometimes not a

1. select(node, funcNo) 2. insert (node, value | :funcNo, funcNo)
3. delete(node, funcNo) 4. update(node, value | :funcNo, funcNo)

5. where | logical-operator (node, comparison-operator, valuel|:funcNo, funcNo)

Fig. 3. Examples of some SQL Functions
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constant value but may come from selecting a value in other nodes. Hence in this
case, :funcNo has the same value as the funcNo of select() function. Details
of rewriting rules including additional rules for translating recursive functions
into SQL can be found in [2].

Graph mapping: Graph mapping is used to determine the type of a node and
hence which SQL functions can be performed on the structure of the ORDB,
obtained as a result of mapping XML documents.

The process of graph mapping starts from creating a graph whose nodes cor-
respond to nodes in SQL functions. The graph is then mapped into the database
schema graph (a graph representing database schema) to identify which node is
table, nested table, abstract data type field or simple field. Foreign keys for joins
between tables are added to the graph. The SQL functions are then mapped to
the graph. Then the graph may be split into several sub-graphs. The number
of sub-graphs corresponds to the number of update operations performed on
different tables. Finally, the (sub-)graphs are optimised and SQL commands or
update/delete join commands are generated from the (sub-)graphs.

4 Propagating the Change in ORDB to XML Documents

The purpose of propagating the change in ORDB to XML documents is to
reflect the change of data. Usually updating affects only some small parts of the
documents; thus propagating the change is performed on only the affected parts.
We use values of primary keys (PKs) or RowIDs of updated data in ORDB to
indicate which elements should be updated. The PKs in ORDB originate from
ID attributes. For elements which do not provide ID attributes, the values of
RowlIDs, which are automatically generated by the database system, are recorded
to appropriately typed elements at the stage of populating data into the tables.
Hence the values of these RowIDs can be indicated by the values of the RowIDs
kept in ORDB.

When data in the ORDB is updated, the table name, PKs and values of
PKs of the updated data will be returned and then the paths in the XML
update command are converted to XPath expressions. The conditions in XPath
expressions are based on the returned objects to indicate the positions in XML
documents which will be updated. Since XPath has no capability for updating,
we propose functions which serve as operators for updating XML documents.

5 Preliminary Conclusion and Future Work

As stated earlier, research in the area of updating XML is not fully developed.
Thus we propose a potential way for updating XML via traditional databases.
However, the mapping of XML onto simple RDB structures loses structural clar-
ity, while object-oriented databases (OODBs) have limitations in representing
constraints. Hence we map from XML to an ORDB. To eliminate redundancy,
non-redundant data are kept in multiple documents and are linked by an rlink
mechanism, mapping to an ORDB. We proposed an XML update language and
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techniques to translate XML update language into SQL. Finally, the change in
ORDB is propagated to XML documents. A major benefit of updating XML
through (O)RDB is that the task of preserving constraints can be pushed to the
database engine.

In further work, we will first investigate how to handle the order of elements
in XML documents when elements are inserted or deleted. Then we implement
the translation of the update language and propagate the change in an ORDB to
XML documents. Finally, we will conduct a performance comparison of updating
one XML document containing redundant data via an ORDB in the manner of
native XML database with that of updating linked XML documents containing
non-redundant data via an ORDB. For the future work, we will propose mapping
XML to an ORDB based upon XML Schema and focus on updating the structure
of XML via ORDB and handling concurrency aspects such as lock levels.
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Abstract. Weighted Color Co-occurrence Matrix (WCCM) is introduced as a
novel feature for image retrieval. When indexing images with WCCM feature,
the similarities of diagonal elements and non-diagonal elements are weighted
respectively based on the Isolation Parameters of the query and prototype im-
ages. After weighting, the similarity of relevant matches to the query image is
strengthened and the similarity of non-relevant matches to the query is weak-
ened. The experiments show the effectiveness of WCCM based method.

1 Introduction

Color Co-occurrence Matrix (CCM) [4-7] is a kind of commonly used color feature
representation in image retrieval, but indexing image with CCM feature will ignore
the shape information. Modified Color Co-occurrence Matrix (MCCM) [7] was pro-
posed to overcome this disadvantage, where the similarities of diagonal elements and
non-diagonal elements are taken into account respectively with equal weights. How-
ever, equally weighting on the similarities of homogeneous regions and non-
homogeneous regions is not a good choice. For example, if a query and a prototype
consist of few homogeneous regions, the similarity of homogeneous regions should
play a more important role in similarity measurement, when they all consist of many
small regions, the similarity of non-homogeneous regions should play a more impor-
tant role. In this paper, Weighted Color Co-occurrence Matrix (WCCM) is proposed
as an image feature. In which, the similarities of homogeneous regions and non-
homogeneous regions of CCM are assigned with different weights based on the visual
complexity of the query and prototype image.

The rest of this paper is organized as follows. Section 2 describes the WCCM fea-
ture. Experimental results are shown in Section 3 and conclusion is made in Section 4.

2 Isolation Parameter and Weighted CCM Feature
Let M be a co-occurrence matrix of image I, the MCCM feature vector is given by:
F'=(M},M)) (1)

where M) and M}, are diagonal elements and non-diagonal elements of CCM respec-
tively. The similarity between the query Q and prototype [ is:
SYEM(0,1)=0.55,(0,1)+0.5S,(0.1) @
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where S, (Q,1)andS, (Q,1) are the similarity of diagonal and non-diagonal elements

respectively. We can see that for MCCM feature, the similarities of diagonal elements
and non-diagonal elements are given same weights that mean the visual complexity of
image is not considered.

Here we propose weighted CCM (WCCM) feature for image retrieval. In matching
stage, different weights are assigned on the similarity of homogeneous region and
non-homogeneous region based on the visual complexity of image content, which is
denoted by Isolation Parameter [8]:

P=SUON OGN0, N o

where p, € (0,1), N is the total number of pixels in image, k is the size of template, in

our experiments k =0.01xN . N, is the total number of pixels in k-neighbors of

s

pixel (i), N, (£ (j)=f(i ))M indicates the number of pixel which has the same value

as pixel (i) in k-neighbors, U, (i)€ (0,1).

If & is defined, Isolation Parameter is only relevant to image visual complexity. It is
small when image consists of many small regions, and big when image consists of
few homogeneous regions. Fig.1 shows the Isolation Parameters of different images,
from right to left, the image becomes more intricate, and the Isolation Parameter be-
comes smaller. From this figure, we can see that Isolation Parameter is in correspon-
dence with the complexity of human visual perception.

Fig. 1. The Isolation Parameters of different images. (2)0.207, (b)0.386, (c)0.578, (d)0.915

In matching stage of WCCM, the similarity between the query Q and prototype
is:

SN0, =wS, (0,1)+w,S,(0,1) @)

w, and w, are obtained based on the Isolation parameters of image Q and image / . In
this paper, a threshold p, = 0.5 is defined. If p, = p,, we think image consisting of
few homogeneous regions and if p, < p,, we think image consisting of many small
regions. There are three instances:

e p?>p, and p] > p,, we strengthen the similarity of homogeneous region:

w1=2—abs(p,{—p,;@),w2=1 (5)
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We can see that the closer between p? and p; , the bigger of W, and then the

bigger of wS, (Q,1), thus S (Q,1)> S¥“M (Q,I), which means that the pro-

totype I becomes more relevant to the query Q on WCCM feature than on MCCM
feature.

e p?<p,and p; < p,, we strengthen the similarity of non-homogeneous region:
1
w1=1,w2=2—abs(pk—p,;@) (6)

In the same way, S"“™ (Q,1)>SY“Y (Q,I), which also means that / becomes

more relevant to the query Q on WCCM feature than on MCCM feature.
e p2>p. andp/ < p,or p’<p, and p, > p,, we weak the similarities of both
homogeneous region and non homogeneous region:

W1=w2=1/(1+abs(p,§—ka)) (7

We can see that w, and w; are less than 1, 8" (0,1) < S"“ (Q,1), I becomes

more non-relevant to the query Q on WCCM feature than on MCCM feature when
they have different content complexity.

From the analysis above, we can see that the weighting is like a non-linear map-
ping. After weighting, the prototype images that have the similar color and visual
complexity become more relevant to the query image and the images with the differ-
ent color and visual complexity become more non-relevant to the query image.

3 Experimental Results

The image database used consists of 2103 images, which was collected from the
Internet and Corel dataset, the commonly used image database in image retrieval [1-3,
10-12]. The database has 60 semantic categories, each category consisting of 11-60
images. In this paper, the HSV color space is used and color (hue) is quantized to 16
colors because 16 bins are sufficient for proper color invariant object retrieval empiri-
cally [10]. When indexing image, we randomly select images from each category as
the queries, and return top 11 images to the user. Retrieval accuracy [3] and Average-
retrieval-rank [7] are used as the performance criteria.

In order to demonstrate the effectiveness for WCCM algorithm, we compare
WCCM based method with MCCM based method [7] and SCH based method that is
superior to the cumulative histogram and Color Moments [9]. Fig.2 shows the per-
formances using different features. In this figure for two criteria, WCCM based
method outperforms the other features based methods.

Fig.3 gives retrieval results for one query with different features. In which, SCH,
MCCM, WCCM based methods return 4, 8, 9 relevant images respectively. We can
see that non-relevant match of the third and eighth positions in MCCM based method
are pushed back to the fourth and eleventh positions in retrieval result of WCCM
based method, and non-relevant match of the ninth position is pushed out of top
eleven. At the same time, relevant match of the eleventh and tenth positions in
MCCM based method are pushed forward to the third and sixth positions in WCCM
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based method, and one relevant match out of the top eleven in MCCM based method
is pushed forward to the seventh position. We can see from fig.3 that some relevant
images become more relevant to the query on WCCM feature than on MCCM feature
and instead, some non-relevant images become more non-relevant on WCCM feature
than on MCCM feature.

Retrieval Accuracy Average-retrieval-rank
100, 100
[ Rillelell] B WCCM
[0 mccMm [ MCCM
80 Il SCH go/| Il SCH
€0 60
40 40
20 20
Q 0
87.33% 74.32% 61.02% 45.3 60.5

Fig. 2. The performance using different features
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Fig. 3. Retrieval results using different features. (left for SCH, middle for MCCM and right for
WCCM, the top-left is the query image)
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4 Conclusion

A novel feature Weighted Color Co-occurrence Matrix (WCCM) is proposed. When
indexing images, the similarity of homogeneous region and non- homogeneous region
are assigned different weights based on the Isolation Parameters of the query and
prototype. After weighting, relevant matches become more relevant and non-relevant
matches become more non-relevant. The experiments show the superiority of pro-
posed feature in comparison with MCCM and SCH feature.
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Abstract. In the 90’s, Geographic Information Systems started having a re-
markable demand, since they are an innovative technology that allows visualiz-
ing information in a spatial way, along with its geographic distribution. Digital
maps enterprises offer a variety of services, among them stand out the ratifica-
tion of addresses: to check clients’ databases for detection and correction of
wrong entries, and then to validate the integrity of every new record that is in-
serted. This work details the development of an algorithm that improves the
process of ratification using spelling techniques, with the goal of minimizing
the human intervention required in the process, without sacrificing quality. The
benefits are better response times and reduction of service costs.

Keywords: Text Retrieval, Text Processing, Spelling, Geographical Informa-
tion Systems, Levenshtein.

1 Introduction

The automatic correction of errors found in strings started being strongly developed
back in the 1960’s [1]. The incredible increase in size experimented by databases
along with the need for more reliable and accurate information has motivated the
development of new algorithms and techniques within the scope of this discipline
called spelling. The correction process usually implies building a series of possible
corrections and a ranking of them, so one can be chosen [2, 3, 4]. For the detection
and correction process, a so called lexicon or dictionary (a set of strings that are ac-
cepted as correct in the universe in which the search is performed) is used.

Companies have one or more computer systems that store and handle information.
One type of information typically stored is the address (e.g., client address), which
might have one of the following errors: a single entry with all the information of the
address together, a street names misspelled, incomplete or abbreviated street names,
or addresses with invalid numeration. These errors can be the source of many prob-
lems for companies and nowadays they are hiring services of normalization and ratifi-
cation of addresses. The normalization service consists of processing an addresses
database, targeting to normalize the address structure. The service of ratification con-
sists of verifying that an address really exists. These services are given by organiza-
tions that have lexicons of addresses for certain counties, cities or countries, making it
possible to detect and correct errors.

In this work, a novel algorithm is presented to improve the ratification process with
the goal of diminishing to a minimum the human intervention needed in the process,
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improving the response times, reducing the service costs, and achieving high percent-
ages of precision (the ratio between the number of correct items retrieved and the total
number of incorrect and correct items retrieved) and recall (the ratio between the
number of correct items retrieved and the total number of correct items that could
have been retrieved). The proposed algorithm combines two spelling techniques and
has been tested using a real database of clients, provided by a recognized Digital
Maps company, verifying a set of approximately 10,000 records.

2 Analysis of the Correcting Addresses Problem

This work is focused on addresses of the city of Santiago, Chile and neither the city
nor the country will be considered. In Chile, an address is composed of three relevant
elements: the street name, the housing number, and the county where it is located. The
street name can be split into a prefix, the street name itself, and a suffix. In this work,
it was defined that a prefix is a word that makes reference to a type of street (e.g.,
Avenue, Road, Street) while a suffix suggests geographical orientation (e.g., North,
South, East, West). Even though the structure of an address may differ between one
country and another, since this work focuses on the correction of the street name, the
solution presented here should be easily adapted to other address structures. The other
components of addresses (number, county) are used mainly as searching filters.
This problem is more complex than correcting words in a text because:

e Each of the three elements (name, number, county) must be correct independently
from the others and the union of the three must also be recognized as a valid entry.

e Many of the words that form a street name are repeated in several addresses (for
example, avenue) and therefore are not useful for correcting an invalid entry.

e Since street names contain one or more words, it is necessary to consider that the
omission or addition of one or more words will frequently happen.

e A lot of abbreviation is frequently used. Even if one cannot consider an abbrevi-
ated word to be misspelled, an address that has abbreviated words will differ from
the ones stored in the lexicon.

This work focuses mainly in the correction of street names because an erroneous
number does not give any type of information that allows correcting it, and in the case
of the county, their universe is rather small, so the errors are negligible and easy to
fix. When a street name is analyzed, there are four possible scenarios:

1. It is complete and correct

2. Tt is complete, but incorrect (misspelled)

3. It is incomplete or has additional words, but each word is correctly written (omis-
sion or addition)

4. It is incomplete or has additional words, and some words are wrongly written
(omission or addition, and misspelled)

3 Proposed Algorithm

The developed algorithm consists of applying sequentially two techniques of correc-
tion, one of them pointing out to the correction of misspelling errors and the other one
to the omission or addition of words.
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The input provided by the user corresponds to a finished address, meaning an array
formed by three fields: a Street_Name, a Street_Number and a County_Name. Inde-
pendently of the method used, as soon as a correction is found, the algorithm proceeds
to validate that correction with the Street_ Number and the County_Name. This vali-
dation checks that the counties of the input and the correction are the same and that
the Street_Number exists for the particular street in that county. If not, it is checked
whether the Street_Number is between the minimum and maximum housing numbers
for that street in that county. If so, the correction is considered valid because it is
possible to geographically reference that point. If the counties do not coincide, the
number check up is performed, but considering the correct county is the one corre-
sponding to the Street_Name proposed as correction. If these crosschecks fail, the
address is identified as incorrect.

3.1 Technique Based on Distance

The first technique is Based on Distance (BoD hereafter) and uses the metrics of dis-
tance to obtain a correction while facing a typographical or cognitive error. This tech-
nique is not very useful for errors of omission or addition of a word, since the distance
that results between two street names in the absence of a word is significant.

For the development of this technique, we will use the algorithm of Leven-
shtein [5]. To calculate the Levenshtein Distance (LD) between two words, the fol-
lowing recursive formula is used [5]:

4(0,0) =0

d(l,_]):mll’l{d(l—l,])"rl,d(l,]+1)+1,d(l—1,]—1)+C(l,])}

where (1)
Lo =

C(l’])_{l lj’ l¢]

LD corresponds to d(M,N), where M and N are the lengths of both words.

The key for achieving a correction in a prudent time consists of forming a set with
possible correction candidates, as small as possible. This set must be broad enough as
to assure the correct street should be contained in it and, on the other hand, must be
sufficiently small to assure a low processing time. Kukich [6] mentions that several
investigations show that few errors are made in the first letter of a word (not more
than 7%). This is a good general filter that does not depend on the entry string. Thus,
when an incorrect street is detected, a set is formed with all the words that begin with
the same letter than the incorrect street. This set has excellent possibilities of contain-
ing the correct address and diminishes the lexicon at least in 20 times.

Knowing that this part of the algorithm is focused on correcting errors and not
omissions, it is convenient to define a maximum distance between two words so one
of them can be considered a correction of the other one. This maximum distance is
defined as 25% of the street name length, with a minimum of 3. Additionally, if the
entry is of length M, the possible correction of length N, and the maximum distance

of correction MD, one proceeds to calculate LD if and only if MD > |M -N |
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The lower bound for the LD between two words is the difference in length between
both of them. Therefore, if this constraint is not fulfilled, it implies the word does not
qualify as a possible correction [7].

The algorithm returns the street name that has a smaller distance with the entry
string. If there is more than one word with the minimum LD, all of them are returned,
leaving to the user the task of selecting the correct one.

nextY,

Xexists |No MD is
in DB? calculated MD 2 M - N| No

User Input X l Yes

¢ County Yes

exists in DB?

SetYls

Formed

InsertY ;into Z
No

Yes

No Yes

To DIPAL
—

N
I | 4
Q

No

W = Min LD(Z)

1

END

Fig. 1. Flow Chart for the technique Based on Distance

3.2 Modified N-Gram Technique: DIPAL

This technique was developed using N-Gram theory, but with a fundamental varia-
tion: N Grams are of variable length and each Street_Name might have more than one
N Gram. Each of the words that form the Street_Name are considered a valid N-Gram
if and only if the length of the word is greater than 3 and it does not belong to the
prefix and suffix set. These conditions are imposed to reduce the number of candi-
dates that do not add value.

In the street database, each Street_Name has a unique identifier for each of the
counties in which it exists. Each set of {Street_Name, County_Name} has a primary
key, which will be called Street_Name_Id. Using this key, a table with the following
structure was constructed: {Street_Name_Id, Word, County_Name}.

This table, named DIPAL (in Spanish Dlccionario de PALabras, word dictionary),
is the essential element in this correction technique. Its construction involves process-
ing each of the street names in order to recognize qualifying words and store them in
DIPAL, along with its corresponding Street_Name_Id and County_Name. This proc-
ess is applied to each of the street present in the lexicon. Disregarding a few excep-
tions (streets that do not fulfill the constraints, e.g., Sea Avenue), each street should
create at least one entry in DIPAL.

The algorithm starts by parsing Street_Name in order to detect and eliminate all
prefixes and suffixes. Next, a query is run over DIPAL in order to select all the
Street_ Name_Ids corresponding to each of the parsed words. For each of the parsed
words, a dataset with each of the returned Street Name_Ids is stored. Of all the
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Street_Name_Ids obtained in the previous step, it must be decided with which of them
gives the best correction. This is done by constructing a table of length P x (1+Q),
where P is equal to the amount of different Street_Name_Ids that were obtained and
Q corresponds to the number of words that returned al least one Street_Name_Id. The
first column of the table is formed by the Street_Name_Id. The cell i,1+j is equal to 1
if the Street_Name_Id i is a member of the dataset j and O if not.

Searching in DIPAL for the street George Smith produces the following records:

‘Word Street Name _Id | County_Name Word Street_Name_Id County_Name
George 1040 Santiago Smith 1022 Santiago
Smith 1041 Santiago Smith 1041 Santiago
Then, the following table is constructed:
ID D1 D2
1040 1 0
1041 1 1
1022 0 1

We then look for the Street_ Name_Id that shows the best chances of matching the
Street_Name. It is possible to appreciate in the example that this Street_Name_Id is
the one that shows more number ones in its corresponding row. Thus, the one that is
probably the best correction in this case is the Street_Name_Id 1041. This search
might result in more than one single result. If so, all solutions are returned.

Parse X to Obtain keys and Construct Table Fill Table Obtain Best
> remove construct a (Px1+Q) (Px1+Q) Street_Name_Id
User Input X suffix and Dataset for
prefix qualifying words

Retrieve
Street_Name

Validate

Keys = Street_Number and
County_Name
B END
Fig. 2. Flow Chart for the DIPAL Algorithm
4 Results

The test database (nearly 10,000 records) and the lexicon (about 2,000,000 addresses)
were provided by a local Digital Maps organization, DMAPAS. In this work, correc-
tion refers to two possible outcomes. The first one is a full address that was modified,
either by changing its Street_Name or its Street_Number. The second one is an ad-
dress that is properly identified as uncorrectable. To define an address as uncorrect-
able, either the street name has insufficient information (for example, it’s only a pre-
fix or suffix) or the street name and county are correct, but it is not possible to
geographically reference the address. Table 1 shows the results of the test.

All judgments of what were good and bad corrections were done by manually in-
specting each of the corrections. To calculate recall, 213 records were not considered
because after evaluating each of the 698 addresses that failed to be corrected, it was
determined that those had no chance at all of being corrected.
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Table 1. Main testing results

Total Records Analyzed 9790
Error free records 4445
Records with errors 5345
Good corrections 4372
Total corrections 4647
Not corrected records 698
Not corrected records with no possible correction 213
Precision 94.1%
Recall 85.2%

Both of the algorithms performed differently (Table 2). BoD corrected nearly 16%
and its precision was only 87.8%. DIPAL corrected 57% with precision of 96%. It is
pertinent to remember that this corrector performs both algorithms in a sequential
manner, and the sequence establishes that DIPAL comes at last. So it is not that
DIPAL outperformed the BoD technique because it came first; it just seems to fit
better this particular problem. DIPAL performs better because a greater part of ad-
dresses have omission errors; also suffixes and prefixes are frequently omitted or
abbreviated, which compromises the effectiveness of the BoD algorithm.

Table 2. Results of the Based on Distance and DIPAL algorithms

Based On Distance Algorithm DIPAL Algorithm

Total Records Corrected 724 Total Records Corrected 2665

Good Corrections 636 Good Corrections 2544

Precision 87.8% Precision 95.5%

BoD and DIPAL corrected together 3889 records, the other 1258 corrections were
verified at the beginning by means of a simply query, using the % wildcard in the
second and last position of the string. For example, for the address “George Smith”,
the query would be as follows: Select*From{Street_Name}Table where Street_Name
like ‘G%eorge Smith%’. The first wildcard is used to avoid a full table scan; the sec-
ond one to find any missing information at the end of the street name. This simple
query managed to correct 484 records, with a precision of 86%.

In the remaining 774 addresses the street name was rightly spelled, but its identify-
ing number did not exist exactly in that street. However, it was possible to geographi-
cally reference it or to correctly identify the address as incorrect.

5 Conclusions

In this work, we have presented an algorithm that aims to correct errors found on
street addresses, guaranteeing that the three elements that constitute an address (street
name, street number, and county) are valid independently and also jointly.

The proposed solution consists of applying sequentially two correction techniques,
each of them focused on correcting different types of error. While the BoD algorithm
was constructed to correct misspellings, the purpose of DIPAL is to correct word
omissions or additions. DIPAL outperformed BoD because omissions and abbrevia-
tions showed a higher frequency than misspellings and because street names with two
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or more words are more common than street name with one word. On the other hand,
since DIPAL will not operate well if there is not at least one correct word, if the street
name is formed by one word only and it has been misspelled, BoD would be more
useful. A future goal is adding to the algorithm a previous step that analyzes the street
name and, according to certain patterns, decides which algorithm tries first.

Although recall still has ground for improvements, correcting 85% of all incorrect

addresses seems pretty good since it would leave a small set of entries for manual
correction, reducing the amount of man hours needed to batch process a complete
database. On the other hand, precision was 94.1%. Although there may still be room
for improvements, the results are highly satisfying.
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Abstract. This paper describes the development and analysis of a prototype pa-
tient information system. The aim is to identify how a large, multi-provider
clinical information system can be used to improve the way patient information
is delivered, and consequently the quality of care given. Practical aspects of
theoretical problems are dealt with and an emphasis is placed on providing a
base for future extensibility as technology and NHS policy develops. Many is-
sues identified by this project are typical of ongoing issues in British healthcare
as a whole and are relevant to any seeking to expose the information held in
medical databases to patients.

1 Introduction

Velindre NHS trust is a specialist cancer hospital with a history of exploring how
information technology can be used to improve patient care. Over the past decade, the
Trust has been working, successfully, with other South East Wales healthcare provid-
ers to develop a large, inter-organisational information system for storing and utilising
healthcare data. More recently the Trust has been working in collaboration with the
School of Computer Science at Cardiff University to improve data gathering, access
and maintenance procedures for this expanding clinical information system. With the
current trend towards greater patient involvement in healthcare provision, it was de-
cided that the latest collaboration should explore the role this system can play in pro-
viding patients with good quality information to facilitate this process.

This paper explains how a prototype patient information system was developed to
improve current processes and explore what was required of any full working system.
The necessity of the project, the way in which current procedures were improved and
the barriers that were encountered to any complete implementation are explained.

2 The Project in Context

Reviews and audits by governmental and independent bodies have repeatedly high-
lighted the pivotal role information plays in improving healthcare provision and pa-
tient satisfaction. Patients are increasingly expressing a desire to be better informed
and have more say in their healthcare process, rejecting the past, paternalistic, model
of healthcare provision where doctors make healthcare decisions regarding unin-
formed patients. This power shift has contributed to a rise in litigation and complaints
against healthcare providers, demonstrating a need for them to adapt to this new envi-
ronment [1-7]. Patients having access to high quality sources of information and a say
in their own care process can have benefits for healthcare providers. Such patients are
likely to be less anxious, more co-operative and more satisfied when receiving treat-
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ment. It should be borne in mind however that poor quality information is just as
liable to have an adverse effect on the care process [5, 6, 8]. The Welsh NHS has
consequently placed great strategic emphasis on providing better patient information
and involving patients in healthcare decision making [2, 9].

The explosive growth of the internet is considered likely to be part of the cause for
the changing balance of power in healthcare. The World Wide Web provides a ready
source of health information for the UK’s increasingly computer active population.
Due to the ease of web publication and the Internet’s unrestricted nature, many con-
cerns have been expressed about the likely quality of some health information it offers
[6, 10-12]. It does, however, offer a fast, interactive way of obtaining the latest health
information. Many sources of good information do exist on the Internet and it is in the
interests of healthcare providers that patients locate and explore these, whilst avoiding
the more dubious sources. Evidence also suggests that tailoring information to a pa-
tient’s individual needs can further enhance its effectiveness [5, 13, 14].

2.1 The Project in Relation to Other Work

This project is concerned with how Velindre NHS Trust staff can guide patients to
sources of high quality information that directly relate to each individual’s circum-
stances. Many systems have been proposed that use health service provider’s data
stores to tailor information resources more specifically to individual patients. These
range from simply inserting a patient’s own details into general text, to restructuring
the grammar of the document according to the demographics of each individual, for a
more detailed review of such systems see [13]. Whilst many such systems have been
proposed and tested, we have yet to encounter a fully operational, personalised Inter-
net-based patient information system using NHS data. This project examines the is-
sues involved in utilising confidential patient data to guide patient Internet access, by
implementing a prototype system in a live NHS environment.

2.2 Information Provision at Velindre NHS Trust

In order to begin designing an improved, personalised information system the current
system was first examined to discover what improvements were necessary. The re-
view of current systems was achieved with the help of domain experts including clini-
cal, and patient, information staff from Velindre and patient representatives. This
section provides an overview of the current patient information procedures and then
identifies what the domain experts perceived as the major problems with these proce-
dures.

Current Patient Information Procedures. The majority of patient care takes place
as a series of outpatient clinics and inpatient hospital stays, where the patient’s pro-
gress is reviewed or care is provided. After a course of care has been decided, the
patient attends an initial appointment where a consultant explains their condition and
upcoming care to them. After this the patient meets with a specialist nurse who pro-
vides them with advice, and audio and written informational resources. Typically the
patient is provided with a large amount of general information covering many aspects
of coping with cancer. After this initial appointment specialist nurses and support
charities are available to help but the onus is on the patient to seek further informa-



Personalising Patient Information in the Real World 175

tion. The main resource available after the initial appointment is the on site patient
information centre. At the centre patients are provided with a list of recommended
Internet sites, free Internet access and training on computer use.

All audio resources and leaflets go through a strict vetting procedure. For Internet
resources trained information staff examine sites and add those that are deemed ap-
propriate to a printed list. The list is available to patients via the information centre.

Problems Identified in the Current System. A number of specific problems were
identified with current patient information procedures. Foremost amongst these were:

e The lack of consistency in the type and amount of information provided to differ-
ent patients.

e Patients often being unable to take much information in at their initial appointment
due to the traumatic nature of having their illness explained.

e A lack of specific information about what would happen at each clinic appoint-
ment a patient attended; this can lead to increased confusion and anxiety and pos-
sibly reduce the effectiveness of the care provided.

In addition, much of the information supplied to patients was generalized, not focused
on the individual patient’s condition. This left patients needing to sort through the
information and decide what was relevant and irrelevant. In the patient information
centre, for example, patients, who are often not computer literate, receive a list of web
sites on all types of cancer and treatment, often having to locate those that relate to
their circumstances by trial and error.

3 The System

This project sought to provide an easily implementable solution given the current
conditions at Velindre NHS Trust that would address these issues. It was necessary
for the new system to allow patients to access consistent, relevant information at their
own pace. It was also important to provide patients with more, specific information on
the treatments they would receive and what would take place at each appointment.
The new system sought to adapt and enhance the current system rather than replace it,
this was to decrease barriers to implementation and increase user cooperation and
system acceptability. One part of achieving this is to use data from the patient record
to tailor information to the individual patient’s treatments and diagnoses.

3.1 Implementation

It was decided that the initial system would be a HTML web portal, providing users
with a familiar interface and requiring no specialist software to access.

A web portal was built for patient information staff to catalogue information re-
sources that they decided were of sufficient quality. The information resources were
composed of web sites providing specific information on different diagnoses and
telephone numbers or web sites where patients could obtain support. After deciding
which patient types each resource was relevant to, the contact number or URL, to-
gether with a description of each resource, was stored in the database.

A parallel web portal was then built for patients to access information based
around an appointment diary. When a patient logged in, giving a valid username and
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password, the system retrieved the details of all their valid appointments and diagno-
ses. Diagnoses were automatically hyperlinked to a list of all the information relevant
to each patient’s circumstances, and a list of applicable support resources was created
from the catalogue maintained by patient information staff. Each appointment the
patient was to attend was described using details retrieved from the database, such as
location and consultant, and then hyperlinked to a web page explaining what would
take place at the clinic. The resultant index web page was then served to the patient.
General information resources could also be selected from lists without the need to
log in, allowing relatives and carers of patients to make use of them.

3.2 Results

A prototype system was successfully implemented and then evaluated by a selection
of end users and domain experts, including patient representatives and information
staff. Initial results indicated they were very pleased with the system and all involved
were enthusiastic. All those who evaluated the prototype agreed that it was likely to
solve the problems identified above in a manner satisfactory to both patients and staff.

3.3 From Exploratory to Live System

This section provides an overview of how a live system can be created from the proto-
type. It lists the barriers that stand in the way, suggests how these may be overcome
and outlines what is needed to complete the system.

Barriers Encountered. In general few barriers were discovered to implementing a
system such as this. No real technological barriers were encountered. It was found
that plenty of tried, tested and easy to use technology existed to accomplish all tasks.
The real obstacles encountered arose from organisational policy and the sensitivities
of making patient information available to patients themselves.

Information Quality. The Trust’s information system was designed to be, and is, used
by health professionals to store administrative and clinical data. An overhaul of the
current database and information policies is needed to achieve and maintain sufficient
data quality for a project such as this. In addition many data items, such as diagnoses,
are phrased in ways that would only be meaningful to health professionals. Work is
therefore needed to prepare the data set for public exposure.

Access to Information. In order for the system to function confidential patient infor-
mation would need to be made available via the Internet, although only to the patient
themselves and in a secure environment. Current institutional policy dictates that all
patient information must be kept within the bounds of the NHS intranet. Access to the
intranet is only available to authorised users and patients are not considered author-
ised users. This is a substantial barrier to giving patients Internet access to their own
data and thus to tailoring information to a patient’s needs.

A further area of difficulty, although not a barrier, is the burden identifying the
quality of Internet resources places on information staff. It is desirable that this proc-
ess be automated or the burden shared with other institutions. Although quality as-
sessment tools and standards do exist, research is still ongoing in this area with many
issues and gaps that still need to be addressed [6, 10, 12]. It is desirable that once the
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system is up and running any advances in this field be incorporated. For a more com-
plete overview of the issues involved in such quality assessment see [10].

3.4 Next Steps

Currently it would be feasible to put a working system into place on site in Velindre
by using limited, groomed portions of the database and offering patients supervised
access on the NHS intranet. This would be a temporary solution however, composed
of ‘work arounds’ and would be a serious limit on the utility of the system.

Whilst improving the quality of data held will, likely, demand substantial resources
and change, this project has only provided one example of how poor data quality is
likely to impact the future utility of the Trust’s information system. For this reason the
necessary processes of documentation, review and change have already begun.

Proven technology exists to make patient information secure on the Internet, for
more details see [15]. It is, therefore, feasible to implement a more flexible security
strategy now. NHS security policies are currently being re-examined as part of a drive
to give patients access to their own medical records [2, 16] but time scales are un-
clear.

With either temporary or permanent solutions to these problems in place, the next
stage of the project is to gain ethical approval for extensive testing and evaluation
with a larger group of patient users. Subject to the success of this stage, and further
ethical approval, the system could then be released into the live environment.

This system, once in a live environment, is intended as a basis for future expan-
sion. Possibilities currently being examined include allowing patients to record and
share feedback on treatment, the use of ontologies and text mining techniques to cre-
ate an information digest, a multi-lingual version of the system and further tailoring
information to, for example, the needs of different cultural groups.

4 Conclusions

The creation of a prototype generated a great deal of enthusiasm from both domain
experts and potential users involved in testing. This demonstrated that there was a
clear need for such a system, though the only true test of exact requirements would be
to set a system up in a live environment and run a large-scale trial with patients. Bar-
riers must first be overcome, however, and the project may have created higher levels
of expectation than it is currently able to satisfy.

This paper has illustrated how real world projects such as this can face difficulties
that are not dealt with in many theoretical systems. These issues have been examined
and both temporary and long term solutions given. Once a system such as the one
proposed here is in place, precedents will be set for overcoming the barriers encoun-
tered and future work can build upon this without these obstacles.
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Republishers in a Publish/Subscribe
Architecture for Data Streams

Alasdair J.G. Gray and Werner Nutt

School of Mathematical and Computer Sciences,
Heriot-Watt University, Edinburgh, EH14 4AS, UK

Abstract. We present a publish/subscribe framework for integrating
data streams published by distributed producers. We introduce the idea
of republishers which merge a set of data streams, either from producers
or other republishers. The resulting hierarchy of producers and repub-
lishers can then be used to answer consumer queries over the streams.
We discuss how to compute query plans to create such a hierarchy and
the maintenance of these plans when the set of streams changes.

1 Introduction

Often streams of data are generated at many distributed sources, and are re-
quired by users who are also distributed, e.g. pollution or traffic monitoring.
We propose to understand the management of these streams as a data integra-
tion task [5]. In such an approach, producers would publish a data stream while
consumers would subscribe for data by posing a query over a global schema.
This idea has been partially implemented in the R-GMA Grid information and
monitoring system [2]. Another approach, being followed by the StreamGlobe
project [0], is to use a P2P environment. However, it is unclear as to whether
any guarantees are provided for the correctness of the answer streams.

In order to allow our data integration system to scale to a large number of
data sources, and subscribers, we have introduced the concept of a republisher.
These are components which merge a set of data streams, either from producers
or other republishers, and make the merged stream available. This allows for
more efficient query answering.

Queries over data streams are long lived, and during their lifetime the set of
data sources can change. As such, the plans used to answer these queries become
out-of-date because they rely on a producer or republisher that no longer exists,
or do not cover some new data stream. We present mechanisms by which query
plans can be updated whenever the set of data sources changes.

The rest of this paper is organised as follows. In Section 2 we describe the
mechanisms previously developed for publishing and querying data streams [1].
Then we discuss the new techniques for planning republisher queries in Section 3
and for plan maintenance in Section 4. An extended version of this paper [] gives
further details of the planning and maintenance techniques.

M. Jackson et al. (Eds.): BNCOD 2005, LNCS 3567, pp. 179-184, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 Publishing and Querying Relational Data Streams

We assume that there is a global relational schema against which consumers
and republishers pose their queries. The attributes of a relation in the global
schema are split into three parts: key attributes, measurement attributes, and a
timestamp attribute. As an example, taken from a grid monitoring application,
consider the relation ntp (“network throughput”) with the schema

ntp(from, to, tool, psize, latency, timestamp),

which records the time it took (according to some particular tool) to transport
packets of a specific size from one node to another. The underlined attributes
make up the primary key of ntp, while latency is the measurement attribute.

Each specific set of values for the key attributes of a relation identifies a chan-
nel through which data can flow. For example, for the ntp relation, the subtuple
(*hw’, ’ral’, ’ping’, 512) identifies a channel through which measurements
made with the ping tool for packets of 512bytes originating at Heriot-Watt
University (HW) and going to Rutherford Appleton Laboratories (RAL) can flow.

A data stream can be seen as a sequence of tuples. We have identified var-
ious properties that a stream may have: duplicate freeness, i.e. a tuple only
appears once; disjointness, i.e. the same tuple cannot appear in two streams;
and weak order, i.e. for each channel tuples appear in chronological order. We
have adopted the notion of weak order as our streams will be published by dis-
tributed sources, which makes it difficult to guarantee chronological order when
merging two streams.

Producers describe the streams that they publish by a query on the global
schema, called a descriptive view. We limit these views to selection queries on
a single relation in the global schema where the selection condition may only
refer to the key attributes of the relation, i.e. a producer publishes a set of
channels. Consider that there is a tool measuring the time taken for UDP mes-
sages to be sent from HW to RAL. Using the example ntp relation, we would
register the producer Si: Gfrom=>nw’ Atool—'udpmon’ (NtP). Later on, we will also con-
sider the following producers with their views Sa: Ofrom=>nw’ Atool=ping’ (NtP), S3:
Ofrom="ral’ Atool="ping’ (ntp); and S4: Ofrom="ral’ Atool="udpmon’ (ntp)' The set of four
producers together record the latency in both directions between HW and RAL,
using both the PING and UDPmon tools.

Republishers also publish a data stream. However, this stream is generated
by posing a continuous query over the global schema. It is this query which de-
scribes the contents of the republisher’s published stream. For our example on
the ntp relation, we will consider three republishers. One for all of the measure-
ments originating at HW, which would register the query Ri: 0fom= ny (ntp), and
likewise one for RAL with the query Ra: ofrom=ra1’ (ntp). We will also consider
a republisher that republishes the entire stream for ntp, which would register
the query Rs3: oyue(ntp). In Section 3 we will consider how to compute query
plans to generate these answer streams. We refer to producers and republishers
collectively as publishers.
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A continuous query is one that returns a stream of answers. We limit these
queries to arbitrary selection queries over the global schema. However, the global
schema contains no data, so we have developed a registry [1, 2] whose rdle it is
to act as a “matchmaker” (cf. [7]) between the queries and the descriptive views
of the publishers. In doing so, the registry computes a query plan from which
answer streams can be generated that contain the tuples to answer the query,
based on the current configuration of publishers. For our example scenario, we
will consider a consumer interested in latencies for messages starting at HwW with
a packet size of at least 1024 bytes. The corresponding query over the global
schema is ¢ = Ufrom:’hw’Apsize21024(ntp)'

We will now illustrate the query planning techniques for consumer queries
which were developed in [1]. These techniques compute query plans which guar-
antee to generate answer streams that are sound and complete w.r.t. the query,
duplicate free, and weakly ordered.

The first step is to identify which publishers are relevant for the query. A
publisher is relevant if (i) it can provide some channels which the query asks for,
and (ii) all of the measurements for a channel are provided by that publisher.
The second criterion ensures that all answer streams generated by the plan are
weakly ordered. The set of relevant publishers for ¢ is { S1, Sa2, R1, R3 }

Next, we compare the publishers according to what they can provide to
the query. A publisher which can only provide a strict subset of what another
republisher can provide is dropped so that we are left with the mazimal relevant
publishers. We do not allow a producer to override another publisher as there
is no guarantee that its answer stream is complete w.r.t. its descriptive view.
However, republishers are complete by construction. For ¢, this gives us the set
{ Ry, R3 } since the view of the producers are logically weaker than that of these
republishers. However, Ry and R3 are equivalent in what they can provide the
query.

Finally, to provide some built in robustness to our query plans, we group the
maximal relevant publishers so that we only need to choose one of a group of
equivalent, w.r.t. the query, republishers. We represent the query plan as a pair.
For ¢ this is ({ { Ri, R4} },0), where the first component consists of groups of
equivalent republishers and the second would consist of maximal producers. Full
details of how to compute and execute these query plans can be found in [1].

3 Republishing Data Streams

Republishers pose a query over the global schema and publish the resulting
answer stream. As such, they merge together small “trickles” of data into more
useful data streams. These streams can then be used by other global queries to
make query answering more efficient, as only one publisher needs to be contacted.

A straightforward approach would be to construct query plans for republish-
ers using the techniques developed for consumer queries. However, this can lead
to cycles of republishers in the hierarchy that are disconnected from the produc-
ers. This is due to the consumer planning techniques favouring the most general
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from = "hw' 2 R3: — Data Flow
psize >=1024 /= -~~~ """""-""-TToTooooooooo - - Potential answer stream
Sl ? / \

R1: R2:

from ="hw’ from ="ral’
St: S2: S3: S4:
from ="hw’ A from ="hw’' A from ="ral A from ="ral’ A
tool = 'udpmon’ tool = "ping’ tool = "ping’ tool =’UDPmon’

Fig. 1. Publisher hierarchy for a publisher configuration consisting of Si, S2, S3, S,
Ri1, R2, and R

data sources. These disconnected cycles of republishers are undesirable since a
consumer that relies on such a republisher contained in a cycle will retrieve no
answers, and thus would no longer be complete w.r.t. their query.

In [1], we argue that the following four requirements are essential for any
planning mechanism for republishers: (i) Correctness i.e. the plan for each repub-
lisher should be sound and complete for the defining query as well as duplicate
free and weakly ordered, (ii) Cycle Freeness i.e. the hierarchy should not contain
any cycles, (iii) Uniqueness of the Hierarchy i.e. for any publisher configuration
it should only be possible to derive one hierarchy, and (iv) Local Query Planning
i.e. a republisher requires no information about the plans of other republishers.

These four properties can be maintained by suitably adjusting the definition
of relevance. For a republisher R to be relevant for the query of another repub-
lisher R’ we require that R supplies a strict subset of the channels that R’ wants.
By applying this new definition of relevance for republisher queries, to the ex-
ample publisher configuration introduced in Section 2, results in the hierarchy
illustrated in Fig. 1. The solid lines in the figure represent data flowing from
the producers through the hierarchy. The dashed lines represent the choice the
consumer has in retrieving its answer stream, i.e. either from R; or R3.

4 Plan Maintenance

A query over a data stream is long lived, it continues to return tuples until
explicitly ended. However, in a publish/subscribe system, components can be
added or removed without notice. Thus, the query plans of both consumers and
republishers must be maintained to reflect any changes in the configuration of
publishers. We shall use the ongoing example to illustrate some of the points
arising. Full details of the query plan maintenance techniques can be found in
[1].

One possibility would be to compute the new query plan from scratch. How-
ever, it is likely to be more efficient to (i) identify when at all a query plan is
affected by a change, and (ii) to amend the query plan, whenever this is possible,
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from ="hw’ ? R3: — Data Flow
psize >= 1024 /= =77 oo oo oo oo ---= Potential answer stream
AR .7 / \

R1: R4: R2:

from ="hw’ tool ="ping’ from ="ral’
S1: S2: S3: S4:
from ="hw' A from ="hw' A from ="ral’ A from ="ral’ A
tool = 'udpmon’ tool = ping’ tool ="ping’ tool =’UDPmon’

Fig. 2. Publisher hierarchy after the republisher R4 has been added

based on the information contained in the old query plan and the change to the
configuration.

We first note that we only need to consider query plans for which the pub-
lisher, which is being added or removed, is maximal relevant. We also note that
the case of a producer being added, or removed, is straightforward. We will now
extend our running example to illustrate the cases of adding, or removing, a
republisher.

We first consider the effects of adding the republisher Ry: 0tool=ping’ (NtP).
By using the query planning techniques of Section 3, we compute the query plan
((Z), { S, S5 }) The new republisher Ry is a maximal relevant publisher for Rg,
so we must consider if we need to update R3’s query plan. We note that Ry is
not equivalent to either of the other two maximal relevant republishers. Thus,
the query plan for Rs is now ({ {R1 },{ R },{Ra} }.0).

The publisher hierarchy resulting from these changes is illustrated in Fig. 2.
We notice that the general republisher R3 now has three sources even though
the previous two would still cover all the data available. We have chosen this
approach because (i) it maintains the criteria identified for a publisher hierarchy
(Section 3), (ii) it is computationally difficult to show that Ry and Ra cover the
entire set of channels, and (iii) the state would not be stable, if for example a
new producer for a new site using the ping tool were to be introduced.

As the final part of our example, we will consider dropping republisher R;
from the configuration. This affects the query plans of republisher R3 and the
query g. First we shall consider how to adapt the plan of q. We note that R
is equivalent to Rj3 for the query, thus we simply drop R; from the query plan
leaving us with ({ { Rz} },0).

For the republisher Rj3, there is no republisher equivalent to R;. Therefore,
when R; is removed the query plan is no longer complete. We must patch the
“hole” left by the removal of R;. This is achieved by adding the producer Si,
giving us the query plan ({ {R2},{R4s} }, { S1 }) Producer S is not added as
the channels provided by Sy are covered by Ry.

The resulting hierarchy is shown in Fig. 3. We note that the line from R3 to
the consumer is no longer dashed as there is no equivalent republisher to choose
between now. The consumer must contact Rz to retrieve its answer stream in
the most efficient manner.
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from ="hw’ R3: — Data Flow
i = -~ 0000000 ] . .
psize >= 1024 > Potential answer stream

R4: R2:

tool ="ping’ from ="ral’
S1: S2: S3: S4:
from ="hw' A from ="hw' A from ="ral’ A from ="ral’ A
tool = 'udpmon’ tool = ping’ tool ="ping’ tool =’UDPmon’

Fig. 3. Publisher hierarchy after republisher R; has been removed

5 Conclusions

In this paper we have extended our earlier work on integrating data streams
[1] such that (i) hierarchies of republishers can be formed and are well defined,
and (ii) query plans can be updated whenever there is a change in the set of
available data sources. We have argued that the creation of publisher hierarchies
are desirable as they make query answer more efficient, and feasible for a large
number of publishers and subscribers. This need for a hierarchy of merged data
values has also been identified in the MDS Grid information system [3], however
their hierarchies have to be created and maintained manually. An important
piece of future work is to develop methods to switch between query plans whilst
ensuring that the subscribers receive sound and complete answer streams.
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